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Status
The basic concept of an SCT Module Controller ASIC to interface 

between the Stave and Module Front End chips has been accepted 
since the Spring ’07.  Although there has been significant progress 
in the past year in understanding potential readout schema, the 
basic MCC functionality is not specified well enough to begin work 
due mostly to the lack of a coherent readout architecture (and 
data/control protocol) that sets out the functionality of all three 
primary SCT ASICS:  FEC or ABCx (Front End Chip), MCC (Module 
Controller Chip), SCC (Stave Controller Chip).

Now that the ABCn ASIC has been submitted a higher level of interest 
is being given to the generic problem of how to readout multiple front 
end ASICs. The immediate result is that a group of specialists is 
being gathered by Philippe Farthouat and Alex Grillo to meet 
regularly and examine / develop a candidate architecture that will 
allow specification of the module readout and expedite the 
development of an SCT   MCC.
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MCC  Issues  TBD
• Data Readout – perhaps best understood but not fully defined. 

40/80/160MHz?  Probably bi-directional token passing, but Daniel Lamarra
from Geneva has a significantly different proposal.

• Command / Clock / L1  - Encode Clock and Command?  Break out L1?  
Send separately? Keep  Clock separate (multi-speed?)  Encode clock and 
command as they are?

• Redundancy - Two MCC’s per module? Independent?  Tandem?
• Power -

– Does the MCC participate in module level voltage regulation? 
– Serial Power will make it difficult to include  Independent DCS monitoring / 

functionality
• Technology – The technology used for the MCC needs to be compatible 

with the next version of the ABC chip. It would be useful to choose a 
candidate FEC process so that designers can re-use some of the blocks 
and transfer some of their MCC design experience to the next FEC design.  

Many of these issues are stylistic, not show stoppers.   A working group should 
be able to prioritize and develop the necessary specifications for an MCC 
proptotype within a six month time frame.  
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Current State of the Art  MCC 

The following slides were given at the July 2,  at  the ABCn / Module Readout 
meeting  By Philippe Farthouat ( with input from Alex)

They encapsulate  much of the conversation that has taken place over the past 
year in developing an approach for module readout for the upgrade.  
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Max RO  19 FEC

Max RO 9 FEC

Module Data Clk 160MHz

Module Data Clk 80MHz
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First Steps towards an MCC ASIC
1. Choose Technology ( IBM 130nm for instance) Note that choosing a 

highly advanced technology  increases prototyping costs, reduces the 
number of available prototyping cycles and can reduce the number of 
participating institutions due simply to the large investment in training and 
cost of tools required.  It would probably be wise on all fronts to choose the 
least sophisticated technology that can meet reasonable power and 
performance requirements.  

2. Identify Candidate Blocks and begin designs: PLL,  LVDS 
Rcvr/Driver, Data Buffer-> Tag -> Concentrator,   Monitors?

3. Develop FPGA Module readout compatible with ABCn to readout 
.25um ABCn ASIC.  Requires a module hybrid with specialized 
connector with access to  Stave / Module  Data and Control lines. 

4. Converge on a Conservative set of protocol / architecture choices 
for FEC  and MCC.   Attempt to understand tradeoffs:            
wiring complexity vs clock Speed and Digital Encoding Complexity.
Use FPGA as test bench were possible. 

5.      Physicists Define Realistic Redundancy Goal 
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MCC / FEC ASIC Technology
Requirements:

Long Term Availability
Radiation Tolerance
Low Power Operation
Compatibility with Analog Front End Requiremnts

Other Considerations:

Affordability:
first:   Prototyping Costs   Schedule

finally:  Production Costs 
Accessibility to design tools
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IBM 130nm CMOS Processes
• CERN Frame contract assures Long term 130nm 

Process.
• Studies at CERN indicate high radiation tolerance of 

the Native CMOS  IBM 130nm process.   Gate around 
transistors will likely be un-necessary significantly 
lowering the power requirement from previous 250nm 
Designs. 

• Appears to be compatible with either a pure CMOS or 
SiGe Bipolar analog Front End.
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Preliminary Look at relative Digital Power Requirements 
for 130nm / 250nm Rad Tolerant CMOS Technology

To begin we designed and 
studied a CMOS8RF (250nm) 
(RAL Digital Library parts) 
inverter chain with  2X drive  
six levels deep. Our previous 
work with this process showed 
that 25fF was a reasonable 
wiring load.  

PMOS W= 14um
NMOS W= 8um

We found Acceptable response 
(Full rail to rail logic swings)
out to 320MHz at 1.9V. 

Power/Inverter vs. Frequency
.25 µ Transistors; AVDD=1.9 V; CSHUNT=25fF
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Preliminary Look at relative Digital Power Requirements 
for 130nm / 250nm Rad Tolerant ASIC Technology

CERN uses the ARTESIAN Digital 
library parts for their 130nm designs. 
Shane Smith (Ohio State) who has 
had the digital design training at 
CERN Provided the full set of inverter 
library sizes.  We chose the 2X and 
imposed the same conditions as for 
the 250nm parts, scaling the inverter 
load from 25fF to 15fF.
PMOS  W=1280nm
NMOS  W=920nm

Note that we looked for and found the 
static leakage current but it was less 
than 1% of the total power 
consumption. 

Power/Inverter vs. Frequency
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250 / 130nm Direct Comparison

Power / Inverter  250nm Gate Around and 130nm 
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Power and Delay Vs Vdd

Power/Inverter vs. Voltage
0.13 µm Inverters, 80MHz
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Ideas from Liverpool / Ral for an FPGA for a 
Prototype ABCn MCC
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Considerations for an FPGA Prototype MCC



UCSC Inner Detector Meeting  
Aug 12  

21

We propose to develop a wafer level test station for ABCn die verifying basic digital 
and analog functionality using Verilog based test vectors executed by our IMS tester 
with a manual wafer probe manipulator and custom wafer probe card. 

Basic tests:
•Write and read back commands and status registers
•Read back  Pipeline test data
•Threshold Noise ramps.
•Exercise Test Pulse 
•Calculate channel noise induced occupancy 
•Derive channel to channel offsets. 

Log Results in an  SQL  database

ABCn (MCC)   Testing 

IMS Tester with
DTMROC test adapters

ABCn testing can easily lead the way
towards  MCC testing
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Conclusions
• The formation of a module readout working group is a very 

encouraging step.  Representation from hybrid and ASIC designers
as well as Physicist input will be required for a “good” design. 

• The 130nm CMOS appears to be an excellent candidate technology. 
It could reduce the predicted ABCn 2.5mW/channel digital power 
requirement by  8 - 10X. 

• An adiabatic ramp up of the MCC design effort seems possible 
without compromising effort available within participating groups 
given the interest in using ABCn with FPGA module controllers as a 
test bed for potential readout improvements.   


