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Abstract

A Study of TeV Emission from the Crab Nebula and Selected AGN Using the
Milagro Gamma-Ray Observatory

by

Wystan Benbow

The Milagro gamma-ray observatory, located near Los Alamos, New Mexico, em-
ploys a water-Cherenkov technique to continuously monitor the northern sky for
astrophysical gamma-ray emission near 1 TeV. Milagro's high duty-cycle (�95%)
and wide aperture (�2 sr) allow for the detection of 
aring behavior associated
with TeV active galactic nuclei, even during daytime transits. A search is per-
formed with the Milagro 2000-2002 data set for TeV emission from the Crab Neb-
ula and 27 selected AGN. The detection of both the Crab Nebula and Markarian
421, during its bright 
are in early 2001, is reported. The 
uxes from these two
detections, as well as upper limits on the 
ux for the 26 undetected AGN, are
presented.
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Chapter 1

Introduction to Gamma-Ray

Astronomy

Very high energy (VHE) gamma-ray astronomy, de�ned as observations at
energies above 300 GeV up to 100 TeV, has recently become a viable branch of
main stream astronomy. This �eld resulted from the extension of observations
in gamma-ray astronomy, performed by satellites, upwards in energy, and the
study of cosmic-rays, where the detection of cosmic photons above �1 TeV with
ground based instruments was pursued. As VHE observations are at the high
end of the observable electromagnetic spectrum there has been much diÆculty
in identifying sources of VHE gamma-rays. However, the development of the
atmospheric Cherenkov imaging technique allowed for the detection of the �rst
source of TeV photons, the Crab Nebula, about 13 years ago (Weekes et al., 1989).
Since then, the discovery of multiple sources at these energies has allowed for the
�eld to become a legitimate astronomical discipline. Detected VHE sources are
galactic and extragalactic, and characterized by 
uxes which are in some cases
steady and in others variable. This chapter describes the various methods that
are useful for detecting gamma-rays of energy 300 GeV and above, as well as the
di�erent classes of known and possible VHE sources. Recently published reviews
contain more in-depth discussion of the techniques, science, and recent results of
VHE gamma-ray astronomy (Ho�man et al., 1999; Catanese and Weekes, 1999;
Ong, 1998).

1.1 Satellite Observations

The basic elements of a space-borne gamma-ray detector include a tracking
detector which reconstructs the incident direction of the photon, a total-absorption
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calorimeter which measures the energy of the photon, and an anticoincidence
counter which ensures that only electrically neutral particles trigger the detector.
The tracking detector follows the tracks of the electron-positron pair produced by
the interaction of the primary photon with thin converters (e.g. tungsten plates
or tantalum foils). The calorimeter, typically made from sodium iodide or cesium
iodide, determines the energy of the photon by measuring the integrated path
length of particles in the electromagnetic cascade produced by the incident photon.
The detectors 
own on satellites can unambiguously identify gamma-rays with an
angular resolution of about 1Æ, an energy resolution of about 15%, and have a �eld
of view of 20Æ-40Æ half-angle. Unfortunately, the detectors which can be 
own on
a satellite are small (�1500 cm2) resulting in the energy range to which they are
sensitive being below the VHE regime. This is because a typical source's 
ux
decreases dramatically as energy increases, requiring a very large detection area
for VHE observations. Nonetheless, the sources identi�ed by these satellites are
useful indicators of what objects may be bright in the VHE sky.

All the gamma-ray telescopes 
own to date on satellites are of the form previ-
ously described. These include SAS 2 in 1973, COS B in 1975, and EGRET aboard
the Compton Gamma Ray Observatory (CGRO) in 1991. The last is the most
sensitive and successful of the three. CGRO contained 4 instruments, including
the Burst and Transient Source Experiment (BATSE) and Energetic Gamma Ray
Experiment Telescope (EGRET) instruments. The results of these two instru-
ments have impacted gamma-ray astronomy signi�cantly. BATSE, which served
as the all-sky monitor for CGRO, was sensitive to photons with energies between
20 keV and 100 MeV. The main purpose of BATSE was the detection of gamma-
ray bursts (GRBs) of which more than 2000 were discovered. EGRET covered the
energy range between 20 MeV and 30 GeV. As this is the highest energy range
to which a satellite has been sensitive, the results are brie
y discussed since they
provide indications of what may be bright at TeV energies.

The third EGRET catalog (Hartman et al., 1999), based on �4 years of obser-
vation, contains a listing of more than 250 sources with gamma-rays higher than
100 MeV. Figure 1.1 shows a galactic map of the gamma-ray point sources above
100 MeV detected by EGRET, as published in their third catalog. More than
half of the sources detected by EGRET are unidenti�ed with any known object.
Many of these unidenti�ed sources are located near the Galactic plane, suggesting
a Galactic origin. The bulk of the unidenti�ed sources detected away from the
plane are believed to be extragalactic. Seven of the identi�ed sources are pulsars.
The majority of the extragalactic sources which have been identi�ed are active
galactic nuclei (AGN), almost all of which are blazars. The spectra of the identi-
�ed sources are very 
at with luminosities that peak in the high-energy region of
the spectrum, providing indication that they may be sources of VHE photons. A
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detailed map of di�use gamma-ray emission, excluding the detected point sources,
along the plane of the Milky Way was also generated by EGRET. Finally, high-
energy gamma rays, in some cases with photons above 1 GeV, were found for
6 gamma-ray bursts which EGRET detected in coincidence with BATSE. These
bursts are characterized by hard energy spectra (di�erential spectral index �2)
which show no sign of a high-energy cuto�. The varied properties of the sources
detected by EGRET indicate that there are many phenomena in the universe
which may produce VHE gamma rays.

Figure 1.1: A Galactic map of the gamma-ray point sources in the third EGRET
catalog (http://cossc.gsfc.nasa.gov/images/egret/3rd EGRET Cat.gif). The size
of each symbol is proportional to the source intensity.

A next-generation telescope, the Gamma-Ray Large Area Space Telescope
(GLAST) is scheduled for launch in 2006. GLAST has the same properties as
the previous satellites with the exception that solid state tracking detectors are
utilized resulting in an factor of 10-30 improvement in sensitivity. This instrument
should provide an even better understanding of the VHE sky.
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1.2 Ground-Based Techniques

The 
ux of VHE gamma rays is low and decreases dramatically with energy.
Thus, a large detector is required for observations of VHE sources. This results
in a satellite not being large enough to do TeV gamma-ray astronomy. Therefore,
observations must be done from ground level. However, the atmosphere is opaque
to VHE photons. Therefore the secondary e�ects of the atmospheric absorption
of these photons must be detected. This is done by either detecting the shower
of secondary particles from the electromagnetic cascade, known as an extensive
air shower (EAS), which results from the interaction of the VHE photons in the
upper atmosphere or by detecting a 
ash of Cherenkov light produced by these
EAS as they propagate through the atmosphere. Astronomical observations are
made possible because the EAS cascade retains the original direction of the inci-
dent photon to a high degree. Further, the spread of secondary particles, as well
as Cherenkov photons, is very large allowing for a ground based detector to have
a collection area that is large enough to make it sensitive to the 
ux of gamma-
rays from sources at VHE energies. Unfortunately, gamma-ray observations are
severely limited by the charged cosmic-ray particle 
ux which produces super�-
cially similar EAS, and, for a photon of a given energy, are �10,000 times more
numerous. Since it is not possible to veto the charged cosmic ray background with
an anticoincidence counter, as is done in a satellite detector, subtle di�erences in
the cascades initiated by photons and hadronic particles must be detected for
gamma-ray astronomy to be successful.

1.2.1 Extensive Air Showers

The development of an EAS begins with the interaction of the primary par-
ticle in the upper atmosphere. The physics of the initial interaction of VHE
photons is believed to be well known as the total cross section for photon-proton
interactions has been measured for center-of-mass energies up to 200 GeV (Aid
et al., 1995). This is equivalent to a 20 TeV photon colliding with a proton at
rest.1 The predominant interaction for a gamma-ray primary is electromagnetic,
electron-positron pair production, because the cross sections for the production of
hadrons and muon pairs are several orders of magnitude lower than that for pair
production. In the development of an electromagnetic EAS, this initial electron-
positron pair produces more photons through brehmsstrahlung, which in turn
produce more electron-positron pairs. As a result, a cascade of particles develops

1An extrapolation is necessary to describe the initial interactions for photons of higher
energies.

4



which grows nearly exponentially, dividing the primary energy among the result-
ing particles as it propagates through the atmosphere. This cascade grows until
the mean energy of the electrons and positrons approach the critical energy in air
(�80 MeV). After this, energy loss through ionization becomes dominant. This
process, which does not produce more particles, removes energy from the EAS,
and the number of particles in the cascade decreases. The point at which this
occurs is known as shower maximum and occurs at a height between 10 and 7
km above sea level for gamma-rays of energies between 100 GeV and 10 TeV.
Although the number of particles decreases, a large number reach ground level,
especially at high altitudes. Since the particles in the EAS are ultrarelativistic
and the dominant physical processes are sharply peaked forward, the EAS arrives
at ground level in a thin front only a few meters thick. While the front is only a
few meters thick, the lateral extent of the showers, primarily the result of multi-
ple Coulomb scattering of the electrons and positrons in the EAS, is of order one
hundred meters.

As previously discussed the more plentiful high energy charged cosmic-rays,
protons and nuclei, also produce EAS through their interaction in the upper at-
mosphere. These initial interactions generate a hadronic cascade, which quickly
divides the energy among a large number of particles. Some of the charged pi-
ons and hadrons formed initially decay before interacting, producing muons and
neutrinos. These muons have a low probability of interacting and therefore have
a high probability of reaching the ground. High energy neutral pions produced
in the hadronic interactions decay quickly into photons. These photons in turn
produce electromagnetic cascades. As a result, the particles reaching ground level
in a hadronically initiated cascade are mostly electrons, positrons, photons, neu-
trinos, and muons. Thus, an EAS produced by hadronic particles is not very
dissimilar to one produced by a VHE photon. A notable exception to this is
the presence of roughly 20 times more muons in a hadronically initiated EAS.
While the lateral distribution of the muons is considerably larger than that of the
electromagnetic particles, enough are present within the electromagnetic front
to enable their identi�cation and allow for rejection of the hadronically initiated
EAS. Another di�erence between the two types of showers is that those generated
by hadrons are not as smooth and have a larger lateral extent in the overall dis-
tribution of particles. This is the result of the larger transverse momentum in the
early hadronic interactions, which produce hadronic particles, that subsequently
produce small sub-showers with high densities of particles.

Since the shower particles in both types of EAS are traveling faster than the
speed of light in air, Cherenkov photons are also produced during propagation of
the shower front. The energy threshold and angle at which this light is emitted is
governed by the refractive index of air which is proportional to the atmospheric
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density. As a result, the median altitude for Cherenkov emission from a 1 TeV
gamma-ray shower is 8 km, and is slightly lower for a proton shower on average.
The maximum angle of Cherenkov emission in air is small (1Æ at 8 km above
sea level, and increases to 1.3Æ at sea level) and independent of the mass of the
emitting particle. Due to the small emission angle, the Cherenkov light from an
EAS illuminates a \light-pool" on the ground similar in size to the front of the
EAS (radius � 130 m, 2-3 ns thick for a gamma-ray primary). Half of the emission
occurs within 21 m of the shower axis for gamma-initiated EAS and 70 m for a
proton-initiated EAS (Hillas, 1996). The di�erence in size is due to the larger
lateral extent of hadronically initiated EAS. The average density of Cherenkov
photons in the light-pool (�200 photons/m2 for a 1 TeV shower) is 
at and is
related to the energy of the primary particle. This latter e�ect is the result of of
the total distance traveled by all particles above the Cherenkov threshold being
associated with the energy of the primary particle.

1.2.2 Atmospheric Cherenkov Detectors

Ground-based VHE astronomy can be performed by detecting the Cherenkov
radiation produced in an EAS reaching ground level. By detecting the pool of
Cherenkov light, these instruments can accurately infer the properties (direction,
energy) of the primary particle that initiated the EAS. There are two types of
detectors which perform VHE observations using this method. These are imaging
atmospheric Cherenkov telescopes (IACTs) and solar tower experiments. IACTs
are typically sensitive to EAS in the energy range 300 GeV to 30 TeV, and the
solar tower experiments are sensitive to EAS in the energy range 50 GeV to 500
GeV.

Imaging Atmospheric Cherenkov Telescopes

Imaging atmospheric Cherenkov telescopes use one or more mirrors to focus
the Cherenkov photons onto a tightly packed array of fast photomultiplier tubes
(PMTs) in the focal plane. The PMTs are read out through standard fast ampli-
�ers, discriminators, and analog to digital converters. IACTs have large collection
areas (>50,000 m2) since a single detector anywhere within the Cherenkov light-
pool can detect the EAS which produced that light. These instruments also have
a good angular resolution (�0.1Æ) and reasonably good energy resolution (�20%-
40%). However, they are limited by their small �eld of view (<5Æ) and low duty
cycle (<10%). This latter e�ect is the result of the requirement that observations
be made on moonless, cloudless nights because the Cherenkov signals are faint
and produced at altitudes of several kilometers. The success of these instruments
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is based in large part on their ability identify the nature, hadronic or electromag-
netic, of the primary particle of the detected EAS with 99.7% eÆciency. IACTs
perform this identi�cation using the imaging technique, in which shape of the
angular distribution of the Cherenkov photons on the sky is measured. Since
cosmic-ray induced EAS have broader and more chaotic Cherenkov light pools
than gamma-ray induced EAS, the images when focused on the PMTs have sim-
ilar attributes. Thus, a parameterization of the shape allows for background
rejection to be performed with high eÆciency.

The �eld of VHE gamma-ray astronomy has advanced dramatically due to
IACTs. The most successful is the Whipple 10 m telescope (Cawley et al., 1990),
shown in Figure 1.2, which developed the imaging technique and discovered the
�rst source of TeV photons (the Crab Nebula; (Weekes et al., 1989)). Other
successful versions include the Cherenkov Array at Themis (CAT), which is a
French IACT with 3 m aperture located in the Pyrennes (Barrau et al., 1998),
and CANGAROO (Hara et al., 1993), a Japanese-Australian IACT located in
Australia with 3.8 m aperture. Arrays of IACTs which can view independent
showers, as well as the same shower simultaneously, have also been constructed
and utilized successfully. The High Energy Gamma Ray Astronomy (HEGRA)
experiment which uses �ve 3 m aperture IACTs (Daum et al., 1997) is the most
signi�cant example of this to date.

Future IACT detectors include a German-Spanish project known as MAGIC (Bar-
rio et al., 1998) which uses a 17 m aperture telescope to reduce the energy thresh-
old to as low as 20-30 GeV. Reduction of the energy threshold will help bridge
the gap between satellite observations and those of ground-based detectors. New
IACT arrays with much larger telescopes have also been proposed and are un-
der construction. These include HESS, a German-French-Italian experiment in
Namibia which will use 4 (initially) and perhaps 16 12 m IACTs (Hofmann,
2001), and VERITAS, an American experiment in Arizona which will use 7 10 m
IACTs (Quinn et al., 2001).

Solar Tower Experiments

In the solar tower experiments, pre-existing arrays of heliostat mirrors used
in solar power plants are utilized to focus the atmospheric Cherenkov radiation
onto a secondary mirror which then focuses the light onto an array of PMTs.
These experiments have the advantage over IACTs in that their collection area
is much larger resulting in a lower energy threshold. These experiments include
STACEE (Chantell et al., 1998), CELESTE (Quebert et al., 1995) and Solar-
2 (T�umer et al., 1999). Figure 1.3 shows a picture of the National Solar Tower Test
Facility in Albuquerque, NM, which is used by STACEE. STACEE has an angular
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Figure 1.2: Photograph of the Whipple 10 m telescope
(http://egret.sao.arizona.edu).

resolution of �0.1Æ and an energy threshold below 100 GeV (Oser et al., 2001).
These experiments are also limited by their small �eld of view and low duty cycle,
and are limited in their ability to perform background rejection. Nevertheless,
several sources of TeV photons have been detected using these instruments (Oser
et al., 2001; Hinton et al., 2001).

1.2.3 Traditional Extensive Air Shower Arrays

The shower particles reaching ground level in an EAS can be detected and the
information utilized to infer the properties of the primary particle. The instru-
ments which use this methodology to perform gamma-ray astronomy are known
as extensive air shower arrays (EAS arrays). Typical EAS arrays consist of 50
to 1000 charged particle detectors (usually �1 m2 scintillation counters) spread
over an area of 104 to 2 � 105 m2 with 10 to 20 m spacing. To improve the
performance of the array, the scintillation counters are covered with �1 radiation
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Figure 1.3: Photograph of the National Solar Thermal Test Facility used by
STACEE (http://www.astro.ucla.edu/�stacee).

length of lead to convert the more plentiful shower photons into charged particles.
Since the cost of a uniformly sensitive detector is prohibitive, only <1% of the
total enclosed area is actually sensitive. This is reasonable for energies around
100 TeV because a suÆcient number of particles reach ground level that only a
small fraction of total number needs to be sampled to infer the properties of the
EAS. In an EAS array, the direction of the primary particle is reconstructed using
the relative times at which the individual showers in the array are struck by the
shower front. The angular resolution, which is limited by shower 
uctuations,
resulting from this method of reconstruction is �0.5Æ. Background rejection is
performed by rejecting muons, using muon detectors placed around the scintil-
lation counters. However, the ability to discriminate gamma-ray initiated EAS
from those initiated by hadrons is limited. Due to the sparse sampling of the total
number of particles, EAS have a high energy threshold (�50 TeV) and moderate
energy resolution (�100%). Although the angular and energy resolution of these
instruments is worse than the IACTs, their �eld of view is large (�2 sr) and they
have a large duty cycle (�100%) which provides the ability for these instruments
to continuously monitor all sources in the overhead sky. Although this capabil-
ity gives EAS arrays the ability to serve as an all-sky monitor, no new sources
of TeV photons have been discovered using these detectors. This is primarily
due to the high energy threshold of these instruments. Examples of EAS arrays
include CYGNUS (Alexandreas et al., 1992), CASA (Borione et al., 1994), and
Tibet (Amenomori et al., 1997).

A next generation EAS array known as Milagro achieves a low energy threshold
by increasing the sampling of the shower particles through the use of a water-
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Cherenkov technique. This technique also allows for the identi�cation of hadronic
EAS through the identi�cation of muons and hadrons and by imaging the incident
particle shower. Milagro and the water-Cherenkov technique are described in
detail in Chapter 3.

1.3 Motivation for VHE Gamma-Ray Astron-

omy

VHE gamma-ray astronomy can provide insights into a number of scienti�c ar-
eas. One such area is the nature of cosmic-particle acceleration mechanisms. The
photon spectra observed at VHE energies are non-thermal and must be explained
using complex models. Thus, observations of TeV sources can provide constraints
on the models, ultimately increasing the understanding of the underlying phenom-
ena. Another area is the origin of cosmic rays. Since the trajectories of cosmic
rays are bent in the Galactic magnetic �eld, their origin is unknown. However,
gamma rays, which do not bend in the Galactic magnetic �eld, are expected to
be produced in the same areas as the source of cosmic rays. Thus, observations
of VHE gamma-rays can possibly provide a \marker" for acceleration of charged
particles and trace the origin of cosmic rays. The study of exotic objects is an-
other motivation for VHE gamma-ray astronomy. All of the sources detected at
TeV energies contain compact objects such as black holes and neutron stars. In
addition, there are many speculative objects, such as cosmic strings and primor-
dial black holes, that may produce TeV photons. VHE gamma-ray astronomy can
provide further insight into the known as well as speculative phenomena. Finally,
the study of photon propagation through the intergalactic medium is addressed
by VHE gamma-ray astronomy. Observations of TeV sources can provide a di-
rect measurement of the density of the infrared component of the extragalactic
di�use photon background which is currently unknown. This is detailed in Sec-
tion 2.5, and has cosmological implications regarding the epoch of star and galaxy
formation as well as various dark matter hypotheses.

1.4 Known TeV Sources

There are currently only a limited number (�10) of known sources of VHE
gamma-rays. These include both Galactic (pulsars and supernova remnants) and
extragalactic objects (AGN). As a result of the limited number detections, much
of the current focus of VHE gamma-ray astronomy is the discovery of new sources.
Searches are performed in the directions of classes of objects known to be emitters
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of TeV photons, as well as for classes of objects where VHE gamma-ray production
is only speculated. With the discovery of more sources, a greater understanding
of the scienti�c areas previously motivated can be achieved.

1.4.1 Pulsars

A pulsar is a rapidly rotating neutron star, the densest known form of sta-
ble matter, created during a supernova explosion. Pulsars are characterized by a
period ranging from a few milliseconds to a few seconds, strong magnetic �elds
(1012 Gauss), and relativistic jets of plasma and radiation emanating from their
magnetic poles. The term pulsar stems from the pulsed emission that is observed
from the jets as they rotate on an axis, di�erent than the magnetic axis, through
the Earth's line of sight (similar to a lighthouse). Gamma-ray pulsars are char-
acterized by power spectra that are extremely 
at with a peak often found in the
GeV energy range (Thompson, 1997). This is in agreement with pulsar models
that often involve electrons with energies up to 1015 eV. Therefore, it would not
be surprising if pulsars were sources TeV gamma-rays.

To date, 3 pulsars, the Crab Nebula, PSR1706-44, and Vela, all belonging
to a subclass known as plerions, have been detected at TeV energies. A plerion
is a pulsar surrounded by a supernova remnant �lled with ionized gas. Models
of plerions indicate that TeV photons are produced when relativistic electrons
powered by a central pulsar interact with the surrounding nebula. In these models,
electrons are stripped from the surface of the neutron star by strong electric
�elds generated by the spinning magnetic �elds. These electrons, as well as other
electrons and positrons created by pair production in the high magnetic �elds,
anchor themselves to the magnetic �elds lines in the magnetosphere in a manner
( ~E � ~B = 0) required by the plasma which prohibits particle acceleration. However,
regions devoid of plasma, known as \vacuum gaps," are believed to form near
the magnetic poles as well as near the \light cylinder," de�ned as the radius at
which the �eld lines are traveling at the speed of light. It is believed that the
pulsed emission from radio wavelengths to x-rays originate in these regions. The
aforementioned electrons and positrons escape from the magnetosphere into the
\pulsar wind region" along open �eld lines. The pulsar wind region begins at
the edge of the light cylinder and terminates with a shock that accelerates the
electrons and positrons to high energies. Eventually, these high energy particles
escape the shock front and enter the nebular region. A model known as the
synchrotron self-Compton model (SSC) describes the process by which the TeV
photons are believed to be produced in this nebular region2 (deJager and Harding,

2Another possible contribution to the TeV 
ux is from gamma-rays produced by �Æ decay.
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1992). In the SSC model, the high energy electrons and positrons spiral around
the magnetic �eld lines in the nebula, and as a result emit synchrotron radiation.
These synchrotron photons are then boosted to TeV energies via inverse Compton
scattering o� the same electrons. Due to this process the 
ux of VHE photons is
a function of the magnetic �eld in the nebula.

The Crab Nebula

The �rst, and perhaps most important, source detected at TeV energies is the
Crab Nebula. The Crab Nebula, located about 2000 pc away, is the remnant
from a supernova explosion (likely type II) observed by Chinese and Japanese
astronomers in 1054. At the heart of the Crab Nebula is a young optical pulsar
(33.1 ms period), which is surrounded by a nebula (expanding mass of gas and
dust) �4 pc in diameter. This pulsar powers the nebula, and as a result is slowing
down due to the energy loss which is approximately the same amount as the total
energy that is radiated from the nebula. The initial detection of the Crab at TeV
energies, 9� in 60 hours of observations, was made by a less sophisticated version
of Whipple in 1989 (Weekes et al., 1989). After upgrades to the Whipple camera,
allowing for improvements in the imaging technique discussed in Section 1.2.2,
the Crab was later detected at the 20� level (Vacanti et al., 1991). Further
re�nements of the Whipple camera and analysis techniques currently allow for
the routine detection of Crab at the 5-6 � level in a hour of observation (Catanese
and Weekes, 1999). The detected photon rate (�2 per minute) is greater than that
found by EGRET at its optimum energy (100 MeV). Since the initial detection,
the Crab has been observed at TeV energies by at least 8 di�erent groups using
imaging atmospheric-Cherenkov Telescopes (Catanese and Weekes, 1999) and one
EAS array (Amenomori et al., 1999).

The energy spectrum of the Crab Nebula is well determined between energies of
300 GeV and 50 TeV, and is characterized by a falling power law with di�erential
index of about � = 2:6. Unlike many known sources of TeV photons, the TeV 
ux
from the Crab is strong, steady in time, and shows no evidence for a cuto� out
to energies of 50 TeV. The lack of any pulsed emission observed at TeV energies
from the Crab indicates that the emission is due to processes in the supernova
remnant surrounding the pulsar. The TeV 
ux observed3 from the Crab is much
higher than expected from an extrapolation of the spectrum detected by satellites
at lower energies. However, this is reconciled by the SSC models, which predict
a spectrum that possesses 2 bumps, one at lower energies (�10 MeV) due to
synchrotron emission of the electrons, and another at higher energies (�100 GeV)

3The observed TeV 
ux is quanti�ed in Section 5.6.
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due to the inverse Compton scattering of the synchrotron photons with the same
electrons that produced them (deJager and Harding, 1992).

TeV observations of the Crab Nebula provide a probe of the acceleration mech-
anisms present and can be used to determine the properties of the object. Fits of
data observed from the Crab to the SSC model are useful for determining proper-
ties such as the maximum electron energy in the pulsar magnetosphere (�2�1015
eV), the strength of the nebular magnetic �eld (�1:4 � 10�4 G), and the nature
of the seed photons (Ho�man et al., 1999). While the constraints on the the-
oretical models provided by observations of the Crab are important, this is not
where the Crab has bene�ted TeV astronomy the most. As previously discussed,
observations from a number of observatories have shown that the TeV 
ux from
the Crab is both strong and steady in time. As a result, the Crab has become the
standard reference for TeV gamma-ray astronomy. Thus, observations of the Crab
are used to demonstrate that an observatory functions, how well it functions, as
well as to re�ne the techniques and data-analysis methods utilized. It is in this
sense that the Crab Nebula is studied in this thesis. Results of observations of
the Crab Nebula with Milagro are provided in Chapter 5. The purpose of these
observations is to:

� Demonstrate that Milagro works.

� Elucidate the sensitivity of the detector.

� Show that the sensitivity of the detector is stable in time.

� Demonstrate that the analysis techniques are reasonable.

� Determine the TeV 
ux from the Crab using an independent technique.

� Isolate any systematic e�ects present within the detector, as well as the
Monte Carlo Simulations.

Other Plerions

The Crab Nebula, whose detection at TeV energies was discussed earlier, is the
only plerion to be detected in the Northern Hemisphere. Two other plerions, PSR
1706-44 (Kifune et al., 1995) and Vela (Yoshikoshi et al., 1997), located in the
Southern Hemisphere, have been detected at TeV energies by the CANGAROO
group. PSR1706-44 is identi�ed with a pulsar (period = 102 ms), is associated
with an x-ray synchrotron nebula, and possibly associated with a shell-type super-
nova remnant. EGRET detected 102 ms pulsations in PSR1706-44 allowing for
the association with the radio pulsar. However, no evidence for pulsed emission is
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observed from this object at TeV energies, as is also the case at optical and x-ray
energies. Vela is a young (�104 years), nearby (�500 pc) pulsar, that was �rst
detected at radio wavelengths, but has also been observed in the optical, x-ray,
and gamma-ray bands. It is the brightest discrete object in the energy range
covered by EGRET, and is characterized by 100% pulsed emission at EGRET
energies. Although this is the case, all of the emission from Vela at TeV energies
is unpulsed. The observed TeV signal from Vela is o�set from the pulsar position
by 0.14Æ, which makes it likely that the source is a synchrotron nebula, as well as
making pulsed emission unexpected.

1.4.2 Supernova Remnants

Supernova remnants are an expanding shell of material that remains after the
explosive death of a star (a supernova). If some (�10%) of the tremendous amount
of kinetic energy (�1053 ergs) released in a supernova is utilized in the acceleration
of protons and nuclei, then SNRs have suÆcient power to be the source of hadronic
cosmic rays. In this scenario, which is widely accepted, SNRs are the source of
hadronic cosmic rays up to energies of �Z�1014 eV, where Z is the atomic number
of the particle. Models show that the luminosity of gamma-rays created through
the decay of neutral pions produced by interactions of cosmic-rays with ambient
matter may be detectable by ground based gamma-ray detectors (Drury et al.,
1994). Further, it is well established from observations of synchrotron emission
in the shells of supernova remnants (SNRs) at radio and x-ray wavelengths that
electrons are accelerated to high energies in SNRs (Catanese and Weekes, 1999).
These high energy electrons could also produce VHE gamma-rays through inverse
Compton scattering of photons. Therefore, SNRs may likely be sources of TeV
photons. Discovery of such a source would provide direct evidence of the accel-
eration of particles to TeV energies in the shocks of SNRs. This in turn could
provide indication that SNRs are the source of hadronic cosmic rays, since direc-
tional information is not lost in the propagation of photons through the interstellar
magnetic �elds, unlike cosmic rays.

To date, no SNRs have been detected at TeV energies in the Northern Hemi-
sphere. However, CANGAROO, located in the Southern Hemisphere, has re-
ported evidence for TeV gamma-ray emission from the shell-type SN 1006 (Tani-
mori et al., 1998a). Their observations show a statistically signi�cant excess from
the northeast rim of the SNR shell, consistent with the location of non-thermal x-
rays detected by the Advanced Satellite for Cosmology and Astrophysics (ASCA)
experiment (Koyama et al., 1995). However, this detection at TeV energies has
not been veri�ed by an independent instrument and is presently considered ten-
tative. Con�rmation of this detection, as well as discovery of other TeV bright
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SNRs, would be a large step in the understanding of the origin of hadronic cosmic
rays, although it should be noted that the TeV emission detected from SN 1006
does not require the presence of hadronic cosmic rays.

1.4.3 AGN

Several AGN, all belonging to a subclass known as blazars, have been detected
at TeV energies. These objects, which are known to be highly variable at all
wavelengths, are characterized by a 
ux of TeV photons which is low at their
quiescent level, but increases dramatically during 
aring episodes. During such

ares, the gamma-ray emission greatly exceeds the the energy output of the AGN
at all other wavelengths. As a result, any model for these objects must account
for the TeV 
ux. The models, which have broad implications for several classes
of objects, as well as relevant TeV observations of AGN are discussed in detail
in Chapter 2. Results from observations of 27 selected4 AGN using Milagro are
presented in Chapter 6.

1.5 Possible TeV Sources

As discussed previously, there are only a limited number of known TeV sources.
Therefore, the other classes of objects which may be emitters of VHE photons must
also be examined. These include both steady and transient phenomena located
both inside and outside of the Milky Way. Some possible sources of VHE photons
are described below.

1.5.1 Gamma Ray Bursts

Since their discovery over 30 years ago, several thousand gamma-ray bursts
(GRBs), short bursts (1 ms to 10's of seconds) of hard x-rays and low energy
gamma rays coming from random locations in the sky, have been observed. While
GRBs are usually associated with energies of 100 keV to 1 MeV, results from
EGRET demonstrate that a component exists at high energies. Although it is
known that the distance to these objects is cosmological, the physics of these
objects is not understood. However, many models of GRBs predict emission up
to TeV energies. Therefore, this phenomena has the potential to be observed at
TeV energies. This argument is strengthened by observations with a smaller less
sensitive version of Milagro (described in Chapter 3), known as Milagrito, which
detected evidence for TeV emission from GRB 970417a (Atkins et al., 2000). It

4The selection criteria, as well as the AGN chosen, are discussed in Section 2.7.
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has been shown that if emission from this GRB has been observed, it must contain
photons with energies above 650 GeV (Atkins et al., 2002).

1.5.2 Galactic Plane

Cosmic rays, accelerated by presently unknown objects, are trapped in the
Milky Way by Galactic magnetic �elds. The interaction of these cosmic rays
with interstellar material creates gamma rays by a variety of physical processes.
Therefore it is expected that some fraction of cosmic rays will produce gamma
rays in regions of enhanced density (clouds of atomic and molecular hydrogen).
Therefore, these gamma rays should appear as a di�use glow, concentrated in a
narrow band, along the Galactic Equator. Di�use gamma-ray emission along the
Galactic plane has been observed up to energies of 30 GeV by EGRET. Therefore
it is likely that the Galactic plane is a source of TeV photons.

1.5.3 X-Ray Binaries

An x-ray binary system consists of a main sequence star and a compact object
(typically a neutron star or black hole) in close orbit around a common center
of mass. Matter pulled from the companion star by the intense gravity of the
compact object spirals onto the collapsed star forming an accretion disk. The
high 
ux of x-rays which characterizes these objects is believed to be created from
the inner region of this disk. Since many of these objects are observed to have
relativistic jets of particles and plasma, found in known sources of TeV photons,
they may be emitters of VHE gamma-rays. Reports of the detection of 2 of
these objects, Cygnus X-3 and Hercules X-1, at TeV energies circulated during
the 1980s (Ho�man et al., 1999). However, 
aws in assessing the signi�cance of
these observations were found later drawing the detections into question. Further,
the detections have not been veri�ed by more sensitive detectors. Thus, no x-ray
binaries have been conclusively detected at VHE energies to date. Regardless,
x-ray binaries must be considered a possible source of TeV gamma-rays.

1.5.4 Unidenti�ed Sources

As discussed in Section 1.1, many of the point sources found by the EGRET ex-
periment, mostly along the galactic plane, have no counterparts observed at other
wavelengths, and hence are unidenti�ed. Further, some of the unidenti�ed sources
have been shown to possess properties that di�er from the others, making it likely
that there are many classes of objects in these unidenti�ed sources (Gehrels et al.,
2000). Possible classes include unresolved AGN, radio quiet pulsars, supernova

16



remnants, and even a new type of gamma-ray source (Ong, 1998). Since EGRET
was sensitive to photons up to 30 GeV, it is likely that some of these unidenti�ed
objects may be emitters of TeV photons.

1.5.5 Primordial Black Holes

Density 
uctuations in the early universe could have formed small black holes,
known as primordial black holes (PBHs). Although called black holes, these ob-
jects are not actually black, since they emit a nearly thermal spectrum known as
Hawking radiation. As a black hole releases energy its temperature, as well as
luminosity, increases due to a negative speci�c heat associated with gravitation-
ally bound systems. Eventually the black hole completely evaporates due to this
runaway process. The �nal stage of this evaporation is a tremendous explosion
with in�nite luminosity.5 Depending on the model of evaporation these objects
may emit TeV photons during this explosion. Black holes initially formed with a
mass of �1014 g during the Big Bang would be evaporating presently. Thus, VHE
observations can provide evidence which will help verify or rule out the existence
of these objects.

1.5.6 Exotic Phenomena

VHE gamma-rays may also be produce by other exotic phenomena. This in-
cludes neutralino annihilation and cosmological strings. A neutralino is a theoret-
ical neutral supersymmetric particle that may undergo pair annihilation resulting
in the creation of TeV photons under proper conditions. Cosmic strings are topo-
logical defects that may have formed during phase transitions in the early universe.
Cusps in these strings would emit massive particles that would fragment and de-
cay creating jets, which in turn could generate TeV photons. However, even if
these phenomena exist, as well as create TeV photons, it is uncertain if the signal
would be observable with current ground-based detectors.

5The 
ux is �nite.
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Chapter 2

Active Galactic Nuclei

Several active galactic nuclei (AGN) have been detected at TeV energies in the
past 10 years. Milagro's ability to continuously monitor all sources in the overhead
sky, even during daytime transits, makes it well suited for VHE studies of AGN,
which are known to be highly variable. In this chapter, the general properties
of AGN, particularly TeV bright AGN, as well as the acceleration mechanisms
which may be responsible for the production of TeV photons are discussed. The
AGN which have been detected, the extragalactic background light which may be
responsible for the limited number of AGN detected, and the implications of VHE
observations of active galaxies are described as well. The reasoning for selecting
a limited number of AGN for study in this thesis, the selection criteria, and the
actual AGN selected are also presented in this chapter.

2.1 General Properties

AGN are known to emit radiation over the entire electromagnetic spectrum,
from radio waves to TeV gamma rays. These objects, which only comprise of a
few percent of the total number of galaxies observed, are very luminous, extremely
compact objects that exhibit large luminosity variations on time scales of hours
to years. The combination of high luminosity and short time scale variability
observed implies that the energy release mechanism in AGN is very eÆcient (more
so than ordinary stellar processes). This eÆciency suggests that massive black
holes are at the core of the AGN, which power the AGN through the highly
eÆcient process of mass accretion, as well as the extraction of their rotational
energy.
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2.1.1 Uni�ed Model of AGN

The behavior of individual AGN varies dramatically, and as a result numerous
classes and sub-classes of AGN exist. These classes are based on the observed
optical and radio properties of the AGN and not the physics of the underlying
object. Although many classes exist, a uni�ed theory of AGN has emerged which
consists of a supermassive black hole (107{1010 solar masses), surrounded by a
region of optically thick plasma. In the innermost region of the AGN, a thin
accretion disk of transparent plasma (possibly mixed with the optically thick
plasma) that creates the medium and hard x-ray emission is found. The outer
regions of the AGN consist of a thick torus of gas and dust, which glows brightly
in the UV and soft x-ray wavelengths, lying in the equatorial plane of the black
hole. Thermal radiation also emanates from both the accretion disk (infrared to
x-ray) and the torus (infrared). The core of the AGN is also surrounded by clouds
of line-emitting gas moving at high velocity. The entire volume, within and above
the torus, is permeated by electrons. In some AGN, a highly relativistic 
ow of
energetic particles along the poles of the rotating black hole, perpendicular to the
accretion disk or torus, exists. This 
ow forms collimated radio emitting jets which
provide the non-thermal emission (radio and gamma rays). AGN which possess
these jets (�10%) are referred to as radio loud due to their comparatively strong
radio emission (radio to optical luminosity ratio greater than ten). Radio quiet
AGN are those without the jets and therefore have weaker radio emission (radio
to optical luminosity ratio less than ten) as well as overall luminosity. Figure 2.1
illustrates the AGN paradigm.

Apart from the distinction between radio-loud and radio-quiet AGN, it is be-
lieved that the di�erent AGN classi�cations are due to the consequences of viewing
similar objects, described by the uni�ed model, at di�erent viewing angles with
respect to the rotation axis. The di�ering view angles result in several e�ects on
the observations. The �rst is due to the torus obscuring certain emission regions
from view at large angles with respect to the jet axis. For example, in AGN
viewed at large angles, the torus obscures only the clouds that are close to the
black hole. Thus, only the distant, slow-moving clouds are unobscured, leading
to the observation of narrow emission lines. For AGN viewed at smaller angles,
the high velocity clouds are visible, resulting in the observation of broad emission
lines. Another e�ect is the result of Doppler boosting of a relativistic jet viewed
at a small angle. Superluminal motion, apparent motion that is greater than the
speed of light, is observed in many AGN and is a consequence of viewing a rela-
tivistic 
ow at small angles. The relativistic beaming, which increases as the line
of sight gets closer to the jet axis, is responsible for the large variations in lumi-
nosity observed as well as a decrease in the apparent size of the emission region.
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The AGN Paradigm

Narrow Line Region

Broad Line
Region

Soft X-Ray/UV
Thermal Emission

Jet

Hard X-Ray
Thermal Emission

Jet

Figure 2.1: Illustration of the uni�ed AGN model (Urry and Padovani, 1995).
The original �gure was annotated by Lowell Boone.
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It is also responsible for the time scale of the variability being reduced due to the
Doppler contraction of the time scale. The relativistic beaming also allows high
energy photons, otherwise absorbed, to escape from regions with high radiation
�elds. As a result, the viewing axis must be within �10Æ of the jet axis for TeV
gamma rays to be observed (Ho�man et al., 1999). Finally, the viewing angle
a�ects the amount of polarization in the light observed from the AGN. This is
because at larger viewing angles, a greater amount of re
ected light, which tends
to be polarized, from the torus is seen.

2.2 VHE AGN

All of the known sources of TeV photons, as well as all of the extragalactic
sources positively identi�ed by EGRET (20 MeV{30 GeV photons), belong to
a class of AGN known as blazars. Blazars are radio-loud AGN, with the radio
emission originating primarily for the core region rather than the lobes, and in-
clude BL Lac objects (AGN with properties of the prototype BL Lac) as well as
Flat Spectrum Radio Quasars (FSRQs). Other blazars include optically violent
variables and superluminal sources. While there are many di�erent subclasses of
blazars, there is a growing consensus that all blazars are the same type of object,
di�ering in only luminosity and perhaps viewing angle. The distinction between
BL Lacs and FSRQ is currently provided by optical emission lines that are either
faint and narrow (<0.5 nm) or completely absent in BL Lacs.

2.2.1 Blazar Properties

The emission from blazars is predominantly non-thermal and exhibits the most
rapid and largest amplitude variations of all AGN. As discussed earlier, the rapid
variability and large variations imply that the emission originates from a relativis-
tic jet along the line of sight, resulting in strong ampli�cation of the emission by
relativistic beaming. This is supported by direct evidence obtained with VLBI
observations which demonstrate that apparent superluminal motion is the rule
in blazars (Vermeulen and Cohen, 1994). The faintness of the emission lines in
BL Lacs previously discussed would be consistent with their intensity being small
compared to the core-dominated emission (from relativistic boosting) and there-
fore unobservable. This may indicate why all of the blazars detected at TeV
energies are BL Lac objects.
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Spectral Energy Distributions

The spectral energy distribution (SED) of blazars, when plotted as �F� (or
equivalently E2dN=dE), consists of 2 components in a double-peaked shape with
each peak separated by 8{10 decades in energy. Figure 2.2 shows the average
SED for three types of blazars (Sambruna et al., 1996). A low-energy component
exhibits a distribution which gradually rises from radio wavelengths up to a broad
peak. Depending on the speci�c type of blazar, this peak is located anywhere from
the infrared to soft x-ray wavelengths. After the peak, the power output rapidly
drops o� in the low-energy component. The other component occurs at higher
energies and is not smoothly extended from the �rst. This distinct component
follows the same shape as the �rst. It gradually appears in the x-ray regime,
increases to a broad peak located somewhere between 1 GeV and 1 TeV, after
which it falls o� rapidly. The location of this second peak also depends on the
speci�c type of blazar. Regardless of the type of blazar the ratio of peak energies
is similar.

Blazar Types

Figure 2.2 shows a systematic trend which exists in blazar properties that is
related to the overall luminosity of the object. As the luminosity of the blazar
increases, the location of the two peak energies in the spectral energy distribution,
as well as the overall spectral shape changes. This was demonstrated for x-ray
selected BL Lac objects (XBL), radio-selected BL Lac objects (RBL) and 
at-
spectrum radio quasars (FSRQ) in a manner that could not be explained by
beaming (Urry, 1999). Speci�cally, high-luminosity BL Lac objects were found
to have both their SED peaks at lower energies than those with lower overall
luminosity. Although the location of the peaks di�ered with luminosity, the overall
ratio of peak energies were found to be similar in all cases. Figure 2.2 also shows
that the ratio of the luminosity of the high-energy component of the SED to
the luminosity of the low-energy is larger for LBL than XBL. The luminosity of
emission-lines in LBL is also larger than XBL (Urry, 1999).

As a result of these trends two classes of SEDs are found: One for low-frequency
peaked blazars (LBL) and one for high-frequency peaked blazars (HBL). HBL
are BL Lacs generally found in x-ray surveys (XBLs). Radio surveys typically
found BL Lacs (RBLs) with the properties of LBL. Most FSRQs were found in
radio surveys and thus are LBL. However, this generalization is becoming obsolete
as high-frequency peaked FSRQ are being discovered in new multi-wavelength
surveys. The major di�erences between LBL and HBL are:

� LBL have a higher bolometric luminosity than HBL (Perlman, 1999).
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Figure 2.2: Average spectral shapes of blazars from radio through TeV gamma-
rays (Sambruna et al., 1996). The low-energy component is probably due to
synchrotron radiation and the high energy component to inverse Compton scat-
tering of lower energy seed photons. The various acceleration mechanisms which
produce these bumps are detailed in Section 2.3. The two di�erent curves rep-
resent the average spectral shapes of high-frequency peaked BL Lacs (HBL) and
low-frequency peaked BL Lacs (LBL) as de�ned by their ratios of x-ray to radio

ux. FSRQs have continua like those of LBL.
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� The low-frequency peak of LBL occurs in the IR/optical regime as opposed
to the UV/soft x-ray regime for HBL (Sambruna et al., 1996).

� LBL are more powerful gamma-ray sources than HBL. However the peak of
the high-frequency emission occurs at energies of �1 GeV for LBL and �1
TeV for HBL. Therefore, HBL are more likely to be sources of TeV photons,
and in fact are the only blazars detected at TeV energies (Perlman, 1999).

� HBL are less luminous, as well as less core-dominated, at radio wavelengths
than LBL (Perlman, 1999).

� Rapid (week scale), large amplitude (x2) variations in the far IR are only
seen in LBL (Ulrich et al., 1997).

� Variations in the optical and UV regime are faster in LBL than in HBL (Ul-
rich et al., 1997).

� HBL have rapid (hour scale), large amplitude (x2) variations in the x-ray
regime, whereas LBL experience variations on the time scale of�10 days (Ul-
rich et al., 1997).

� HBL occupy a di�erent region of parameter space than LBL in scatter plots
of the radio 
ux vs. x-ray 
ux, radio 
ux vs. optical 
ux, and x-ray{optical
spectral index vs. radio{optical spectral index (Constamante and Ghisellini,
2002).

� HBL are less polarized than LBL, with a smaller duty cycle. Further, HBL
have a preferred position angle of polarization, while LBL do not (Perlman,
1999).

� HBL are distributed di�erently in space, with either more objects or more lu-
minous objects located at low redshifts; while LBL are consistent with either
a uniform distribution with redshift or more objects at high redshifts (Perl-
man, 1999).

Although these two types of blazars are distinct, the relative fraction of LBL
to HBL, which has important rami�cations as to the types of jets nature prefers,
is unknown. This is due to biases inherent in the surveys which identify these
objects. X-ray surveys, which identify HBL because of their high-frequency syn-
chrotron peaks, span a di�erent range in 
ux and energy than radio surveys, which
identify LBL because of their low-frequency peaks. Due to the di�ering ranges, ex-
trapolations using only a limited amount of information from each type of survey
are required to predict the total number density of each type of blazar. Depending
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on which survey is used for the prediction, the results are con
icting (Urry, 1999).
Although model dependent corrections could in principle eliminate the biases, the
present samples of each type of blazar are small, limiting the conclusions that
can be drawn. Therefore, a larger sample of blazars is needed to determine which
blazars are more numerous. It is also not clear how LBL and HBL are related.
Some theories explain the di�erence through combinations of the consequences of
viewing angle and luminosity. Other theories propose that HBL and LBL repre-
sent opposite ends of a continuous distribution of peak frequencies, explaining the
di�erences to be a result of some combination of this distribution and luminosity.
Each of the theories has strengths and weaknesses, however the uni�cation theories
only represent works in progress as current data can not distinguish between the
competing models. Therefore, deeper samples of blazars, especially FSRQs which
as previously mentioned are showing hybrid behavior between the two classes, are
required to distinguish the models.

Blazar Variability

As the emission from blazars is highly variable so are the SEDs. Typically the
observed energy spectrum becomes harder as the intensity of emission increases.
While variations are frequent, no periodicity has been found in the changed emis-
sion levels. More variability, both larger amplitude and greater rapidity, is ob-
served at and above the peak in both components of the SEDs. Correlated varia-
tions with only brief wavelength dependent lags have also been observed in both
components of the SED. The correlations occur between two corresponding points
on both curves. Speci�c correlations observed are between the TeV gamma ray
and x-ray emission, as well as between the GeV gamma ray emission and the
IR{UV regime. These correlations suggest that a single population of particles
(likely electrons) is responsible for both bumps.

2.3 Acceleration Mechanisms

As previously mentioned the SEDs of blazars consist of 2 components. The
low energy component of the SED is believed to be from incoherent synchrotron
radiation from relativistic electrons in the jet. This is strongly supported by the
observation that blazar emission is highly polarized at radio and optical wave-
lengths. While a general agreement exists on the origin of the low energy com-
ponent of the SED, the mechanism responsible for the high energy component is
widely debated. Regardless, a consensus exists that the TeV photons are created
in the jets of AGN. There a two basic models for the high-energy component of
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blazar emission. These are the inverse Compton models (Levinson and Blandford,
1991) and the proton-initiated cascade models (Mannheim, 1993; Protheroe et al.,
1992).

2.3.1 Inverse Compton Model

In this model, electrons are accelerated to high energies in the blazar jets.
These electrons then upscatter photons, via inverse Compton scattering, to high
energies. As a result the maximum energy of the photons produced as well as the
VHE 
ux is a function of the maximum electron energy and correspondingly the
strength of the dynamic magnetic �eld which accelerates the electrons. Several
variations on the inverse Compton model exist, with each likely contributing to the
high energy component. The major di�erences between each of them are the na-
ture of the seed photons present and where the acceleration occurs in the jet. The
most popular variation is the synchrotron self Compton (SSC) model (Maraschi
et al., 1992) which must occur on some level in the jets. In the SSC model the
source of seed photons is the high-energy electrons (via synchrotron radiation)
themselves. These synchrotron photons, which are responsible for the low-energy
component of the SED, are then upscattered to higher energies by these same
electrons. In another variation, the external Compton (EC) model, the source of
the seed photons is outside the jet, either directly from an accretion disk (Dermer
et al., 1992) or disk emission reprocessed in the broad emission-line clouds (Sikora
et al., 1994). Another variant is the inhomogeneous model, where emission at
di�erent energies is produced in di�erent regions of the jet. Regardless of the
model, energy lost from the electrons due to rapid cooling via inverse Compton
scattering or synchrotron radiation limits the maximum gamma-ray energy to �10
TeV (Ho�man et al., 1999). Although limited in the maximum energy produced,
these models reproduce rapid 
aring activity well due to the small mass of an
electron (compared to protons) which allows for rapid acceleration and cooling.

The trends in the SEDs of blazars are best explained by inverse Compton
models. The paradigm is that the high-energy electrons, which produce both
components of the SED, cool on ambient photons through inverse Compton scat-
tering. As the luminosity of the blazar increases, the number of ambient photons
increases (as indicated by the higher luminosity of the emission lines), resulting in
more cooling, naturally leading to lower overall electron energies and hence lower
SED peak energies. In contrast, as the luminosity decreases there is less cooling
and therefore higher peak energies. Currently it is believed that the EC process
dominates the gamma-ray production in high-luminosity blazars (RBL), while the
SSC process dominates in low-luminosity blazars (XBL) (Urry, 1999). The larger
ratio of the luminosity of the high-frequency component to the low-frequency
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component in high-luminosity blazars (LBL) is due to the larger number of seed
photons which can be upscattered (through EC contributions). The x-rays pro-
duction from either high or low-luminosity blazars are likely dominated by SSC
processes (Urry, 1999).

2.3.2 Proton-Initiated Cascade Model

In the proton-initiated cascade models, protons are shock accelerated to ultra-
high energies (1010 GeV). These protons then interact with ambient photons pro-
ducing neutral pions that decay and initiate an electromagnetic cascade. This
cascade results in the production of high energy photons. Similar to the inverse
Compton models, the seed photons can come from the synchrotron photons or
from an external source. Gamma-rays above 10{20 TeV are easily produced in
proton models due to the ultra-high energies involved. Proton models have diÆ-
culty in reproducing rapid 
aring activity since the protons are massive (compared
to electrons) and are not as easily accelerated or cooled.

2.4 TeV Blazars

The detection of seven AGN has been reported at TeV energies to date. Of
these seven, only four have been con�rmed by detections from multiple obser-
vatories. These four AGN are Mrk 421 (Punch et al., 1992), Mrk 501 (Quinn
et al., 1996), 1ES1426+428 (Horan et al., 2002), and 1ES1959+6501. Two of the
remaining AGN, 1ES2344+514 (Catanese et al., 1998), PKS2155-304 (Chadwick
et al., 1999), have been detected by with high signi�cance by one observatory
observatory during only one epoch. The other AGN for which a detection has
been reported is 3C66A (Neshpor et al., 1998). However, the signi�cance found
for this AGN is low and the detection has not been con�rmed by detectors with
much higher sensitivity meaning that the detection must be considered tentative
at best. The six AGN whose detection is considered �rm are all relatively nearby,
z< 0:13, and are high-frequency peaked, x-ray selected BL Lacs. The di�erential
spectra found for the �ve solid detections in the northern hemisphere are discussed
in Section 6.5.2. Mrk 421 and Mrk 501 are the two most extensively studied AGN
at TeV energies. The TeV 
ux found from these objects is characterized by a
low quiescent level, which increases dramatically (sometimes more than 10-fold)
during 
aring episodes, where they can become the brightest objects in the TeV
sky. Signi�cant 
aring behavior in Mrk 421 and Mrk 501 has been observed on

1This detection is very recent and currently unpublished. It is reported on the Whipple
website (http://egret.sao.arizona.edu).
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timescales as small as 15 minutes for Mrk 421 (�half-day for Mrk 501), up to
months in length at TeV energies (Buckley, 1999). Further, the annual average

ux from these two objects is found to vary signi�cantly, but is less than that of
the Crab Nebula. Multi-wavelength campaigns have shown that variations in the
TeV 
ux of these two objects are correlated with variations in the x-ray 
ux with
little or no time lag (Buckley, 1999). The 
uxes detected from the other three
solidly detected AGN in the northern hemisphere are discussed in Section 6.5.4.

2.5 Extragalactic Background Light

The presence of an extragalactic di�use photon background, including the
infrared and optical photons from stars and dust, and the 2.7 K cosmic microwave
background radiation (CMBR) sets limits on the distance from which gamma rays
can reach Earth. This is due to the absorption of gamma rays, through photon-
photon pair production, by interactions with the background photons. The level of
absorption depends on the energy of the gamma ray, the energy of the background
photons, and the intensity of the background photons.

As a result of this absorption by the extragalactic background light, distant
sources of gamma rays are either completely obscured or have their energy spec-
trum distorted. For example, the CMBR, which is the most intense source of
background photons in the universe e�ectively absorbs all the extragalactic (some
from nearby galaxies may survive) photons above 100 TeV. However, the presence
of the CMBR does not a�ect lower energy (�1 TeV) photons. These photons are
attenuated by background light at optical to infrared wavelengths. The density
of the infrared di�use background is not yet measured, but is known to increase
rapidly with wavelength. This results in the optical depth above 100 GeV in-
creasing rapidly with increasing gamma-ray energy. This is perhaps the reason
for the lack of detections at TeV energies of distant AGN, including many of those
detected by EGRET. Current limits on the extragalactic background light (EBL)
set by the detection of Mrk 421 and Mrk 501 at TeV energies imply that optical
depth for photons at TeV energies, due to pair production with EBL, does not
reach 1 until beyond a redshift of z=0.1 (Biller et al., 1998). Theoretical estimates
of the amount of EBL give similar results (Primack et al., 2000).

2.6 Implication of TeV Observations

At present only a few AGN are known to be emitters of TeV photons, therefore
the major focus of TeV observations of AGN is to discover new TeV sources.
The discovery of more TeV bright AGN has several implications. Conclusively
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determining which types of blazars are emitters of TeV photons can help resolve
the di�erences between HBL and LBL discussed earlier. TeV observations of AGN
can also distinguish which of the various acceleration mechanisms responsible for
the production of TeV photons in AGN are appropriate. A range of observations,
such as the time scale of 
aring activity, the maximum energy of photons observed,
and correlations of TeV 
aring with other wavelengths, currently constrain each
of the models, but do not rule any out. Further observations are required to
determine the correct model. Studies of TeV AGN also constrain the parameters
of the models, including the size and location of the emission region, the beaming
factor, the strength of the magnetic �elds in the jets, the nature (leptons or
hadrons) and maximum energy of the particles responsible for TeV emission, and
the nature of the seed photons.

Aside from the greater understanding of AGN which is gained from TeV ob-
servations, insight into the density of the IR/optical background can be attained.
By identifying multiple sources of TeV photons at di�erent redshifts, the density
of the IR/optical background photons can be inferred. Currently there are only
upper limits on the density. The density measurement is performed by viewing
the e�ect of the absorption of TeV photons on the observed spectrum of the AGN.
A cuto� or steepening of the spectrum should be seen at high photon energies.
Using the distance to the source, as well as the energy at which the spectrum cuts
o� or steepens, the optical depth, which is related to the density of IR background
photons, of the universe to TeV photons can be determined. Although it should be
noted that multiple sources are required to decouple the e�ect of intrinsic absorp-
tion of TeV photons at the source. Not only does a measurement of the optical
depth of the universe at VHE energies have implications for TeV astronomy in
terms of how far a telescope can see, but also for cosmology. The major con-
tributors to the extragalactic background light at IR/optical wavelengths (which
a�ects TeV photons) are star formation and dust absorption and re-emission. The
strength of the IR/optical background, determined from the optical depth, could
provide information on the history of star and galaxy formation (Dwek et al.,
1998), as well as more exotic processes such as pregalactic star formation and
some dark matter candidates (Catanese and Weekes, 1999). The current limits on
the EBL provided by TeV observations are well above those predicted for normal
galaxy formation (Primack et al., 1999), but have provided constraints on more
exotic mechanisms for sources of the EBL (Biller et al., 1998). The detection
of more TeV AGN, particularly at higher redshift, has the potential to set very
restrictive limits on the EBL density.
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2.7 Selected AGN

Since observations in VHE astronomy consist of looking for a relatively small
excess of events in a given direction above the more numerous cosmic-ray back-
ground, the results must be expressed statistically. When assessing the statistical
signi�cance of any possible detection, the number of sources studied needs to be
accounted for. It is expected that, in the absence of any sources of TeV photons,
the signi�cance observed at the positions of objects chosen for study would follow
a Gaussian distribution of probabilities. Therefore the probability of observing an
e�ect of some signi�cance (probability) in some number of attempts (the number
of sources studied) assuming a Gaussian distribution of probabilities must be cal-
culated before a detection can be claimed. For example, if one AGN were observed
with 4� signi�cance in a study of 1000 AGN it would only be a 1:9� e�ect after
accounting for the number of AGN studied. However, if one AGN were observed
with 4� signi�cance in a study of 27 AGN, it would be a 3:1� e�ect. Clearly the
number of trials can a�ect whether or not the excess detected at the position of an
AGN can be claimed as a detection. Since the signi�cance found from any object
by Milagro is generally expected to be small, only AGN meeting certain selection
criteria were selected for study in this thesis to reduce the number of trials, even
though Milagro observes all AGN in the overhead sky.

Twenty-seven AGN within the �eld of view of Milagro, declination between 0Æ

and 70Æ, were selected for continuous observation in this thesis. This sample in-
cludes 5 AGN already detected at TeV energies: Mrk 421 (Punch et al., 1992), Mrk
501 (Quinn et al., 1996), 1ES2344+514 (Catanese et al., 1998), 1ES1426+428 (Ho-
ran et al., 2002), and 1ES1959+6502 (http://egret.sao.arizona.edu). For the re-
maining candidates, only relatively nearby AGN (z<0.1) are selected in order to
minimize the attenuation of any possible signal by the extragalactic background
photons. Since all of the AGN detected to date at TeV energies are x-ray selected
BL Lacs (XBL), preference is given to these types of blazars. This is not exclusive
as some FSRQs whose SEDs are high-frequency peaked, similar to that of XBL,
have been found recently. A list of XBLs and high-frequency peaked FSRQs, with
z<0.1, is found in Perlman (1999). All of the AGN on this list, within the �eld of
view of Milagro, were selected amounting to 14 other XBLs and 5 FSRQ. Since
EGRET is sensitive to photons up to 30 GeV, any additional AGN detected by
EGRET (Mukherjee et al., 1997), meeting the �eld of view and redshift require-
ments, were selected for study, adding two radio-selected BL Lacs (RBL) to the
list of candidates. Finally, any additional AGN meeting the selection criteria for

2This blazar was detected after this study began and is not yet published, but was on the
initial list of objects chosen from Perlman (1999).
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which an upper limit at TeV energies is published (Buckley, 1999) was chosen,
adding one more RBL (3C371) to the list of candidates. The coordinates, common
name, redshift, and relevant detections are listed in Table 2.1.
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Nominal TeV / EGRET
Coordinates Name Class z Detected

1101+384 Mrk 421 XBL 0:031 TeV, EGRET
1426+428 1ES XBL 0:129 TeV
1652+398 Mrk 501 XBL 0:034 TeV, EGRET
1959+650 1ES XBL 0:048 TeV
2344+514 1ES XBL 0:044 TeV
0033+595 1ES XBL 0:086 No
0110+418 RGB XBL 0:096 No
0152+017 RGB XBL 0:080 No
0153+712 RGB XBL 0:022 No
0214+517 RGB XBL 0:049 No
0314+247 RGB XBL 0:054 No
0656+426 RGB XBL 0:059 No
1133+704 Mrk 180 XBL 0:046 No
1532+302 RGB XBL 0:064 No
1610+671 RGB XBL 0:067 No
1727+502 I Zw 187 XBL 0:055 No
1741+196 1ES XBL 0:083 No
2321+419 1ES XBL 0:059 No
2322+346 RGB XBL 0:098 No
0010+106 III Zw 2 FSRQ 0:090 No
0138+398 B2 FSRQ 0:080 No
0321+33 B2 FSRQ 0:062 No
1413+436 RGB FSRQ 0:090 No
2209+184 PG FSRQ 0:070 No
1219+285 W Comae RBL 0:102 EGRET
1807+698 3C371 RBL 0:051 No
2200+420 BL Lac RBL 0:069 EGRET

Table 2.1: Table showing the nominal coordinates, common name, class, and red
shift of 27 AGN selected for study with Milagro. Also shown is whether or not
the candidate AGN have been detected at TeV energies or by EGRET (sensitive
to photons from 20 MeV to 30 GeV).
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Chapter 3

The Milagro Detector

The Milagro gamma-ray observatory is a unique extensive air shower (EAS)
array which employs a water-Cherenkov technique to continuously monitor the
northern sky for astrophysical gamma-ray emission near 1 TeV. Milagro's ability
to continuously monitor all sources in the overhead sky, even during daytime
transits, makes it well suited for studies of sources of TeV photons, which are
known to be highly variable and exhibit 
aring behavior. In this chapter, the
advantages and methods of the water-Cherenkov technique are detailed. Milagro
is also described in detail, including the general characteristics of the detector, how
the detected light from an EAS is transformed into raw data, and the algorithms
which are employed to reconstruct the detected EAS.1 Analysis of the general
performance of Milagro is also presented. This performance includes the shower
core location resolution, angular resolution, eÆciency of the background rejection
technique, e�ective area, and energy resolution.

3.1 Water-Cherenkov Technique

As discussed in the introductory chapter, most TeV observatories, such as
Whipple and HEGRA, detect the Cherenkov light produced by EAS in the at-
mosphere. These instruments generally have a low energy threshold, excellent
angular resolution, and the ability to reject most of the more numerous EAS ini-
tiated by hadronic particles. This gives these detectors a high sensitivity to TeV
point sources. While these observatories have detected several sources of TeV
photons, they are limited to observations on moonless, cloudless nights, result-
ing in a low duty cycle. Further, these instruments must be pointed and have

1More details regarding Milagro are found in an article describing a smaller, less sensitive
version of Milagro, known as Milagrito (Alexandreas et al., 2000).
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a small �eld of view. Given that the 
ux from TeV sources is generally highly
variable, these limitations make the identi�cation of new sources of TeV photons
diÆcult. As there are only a limited number of known sources of TeV photons,
an instrument that possess a large aperture and high duty cycle is desirable for
the identi�cation of new TeV sources. The ability to continuously monitor large
portions of the overhead sky is also important for quickly identifying 
aring states
in known sources of TeV photons, as well as for observing transient sources, such
as GRBs, whose positions are unknown.

Another form of detector, EAS arrays, such as CYGNUS and CASA, have the
desired large �eld of view and high duty cycle. As discussed in the introductory
chapter, these detectors typically detect the charged particles in an EAS with a
sparse array of scintillation counters. Unfortunately, because <1% of the total
area of the array is covered by detectors, only a small fraction of the surviving
shower particles are detected. This e�ect is compounded by the fact that photons
greatly outnumber (�4:1) the charged particles at ground level and scintillation
counters do not detect gamma rays with high eÆciency. The sparse sampling
of the EAS results in these instruments having a high energy threshold. This is
undesirable because the 
ux from TeV gamma-ray sources is low and typically
characterized by a falling di�erential power law spectrum with spectral index of
order � = 2:6. No new sources of TeV photons have been discovered by such EAS
arrays due to this limitation. Clearly, a detector that possesses the sensitivity and
low energy threshold of the atmospheric-Cherenkov instruments, while having the
large aperture and high duty cycle of the EAS arrays is desirable.

Milagro is a unique EAS array which achieves these desired characteristics by
utilizing a water-Cherenkov technique. This technique allows Milagro to directly
detect almost all of the secondary particles from an EAS, including the more nu-
merous hard photons. The relativistic charged particles from an EAS enter the
light tight detector, where they interact with the detection medium of very clean
water. Since the particles are traveling faster than the speed of light in water,
they emit Cherenkov radiation. The hard photons also interact with the water,
creating more relativistic charged leptons by either pair production or Compton
scattering of electrons. These newly created particles also emit Cherenkov ra-
diation. This radiation, blue and ultraviolet light, is emitted in a cone with a
large opening angle of � 41Æ. The large opening angle allows for the detection of
almost all the particles in the EAS with a relatively sparse array of light sensing
photomultiplier tubes (PMTs). This enables a large area, which is critical for the
detection of TeV point sources, to be cheaply instrumented. Since nearly every
particle is detected with the use of the water-Cherenkov technique, Milagro has a
low energy threshold (<1 TeV) that is unprecedented for an EAS array. Further,
the large active detection area provides the ability to identify the nature, hadronic
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or electromagnetic, of the primary particle initiating the EAS. This ability, which
allows for the rejection of the more numerous hadronically initiated EAS, greatly
increases the sensitivity of Milagro and is primarily responsible for the success ex-
perienced by the air-Cherenkov telescopes. While the water-Cherenkov technique
gives Milagro a low energy threshold, good angular resolution, and the ability to
perform background rejection characteristic of air-Cherenkov telescopes, it also
maintains the advantages of the EAS arrays such as wide aperture and high duty
cycle. Because of these attributes, Milagro has unique capabilities for discovering
new sources of TeV photons.

3.2 The Detector

3.2.1 Location

Milagro is located approximately 35 miles west of Los Alamos National Labo-
ratory (LANL) at the site of a former geothermal energy project (Hot Dry Rock)
in the Jemez Mountains of northern New Mexico. The latitude and longitude of
Milagro are 35Æ 52' 45" and 106Æ 40' 37" West respectively. The latitude is sim-
ilar to that of several other TeV observatories, allowing for the same sources to
be observed and comparisons of the results made. Since the number of particles
in an EAS decreases after a height known as shower maximum (�7{10 km above
sea level) is reached, the detector is located at high altitude in order to sample
as many particles as possible. The elevation of 2630 meters above sea level corre-
sponds to an atmospheric overburden of �750 g cm�2. Figure 3.1 shows an aerial
view of Milagro and the surrounding environment.

3.2.2 General Description

The Milagro detector consists of a man-made �6�106 gallon (�21�106 liter)
water reservoir, referred to as the pond. The reservoir is rectangular and has
dimensions 60� 80 m2 at the surface. The sides of the pond are sloping, leading
to an area of 30�50 m2 on the bottom. The bottom of the reservoir is at a depth of
�7.5 m, and is lined to keep contaminants out of the �ltered water which �lls the
detector. The dimensions of the pond are illustrated in Figure 3.2 which shows the
reservoir when it is empty. The water in Milagro is very clean and continuously
recirculated through a �ltration system. The attenuation length of the water
at 350 nm wavelength is �13 m. Unfortunately, the relative contributions of
scattering and absorption to the attenuation length are not known. This is a
source of uncertainty in accurately simulating the response of Milagro to an EAS.
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Figure 3.1: Aerial photograph of the Milagro detector and surrounding
environment.

Figure 3.2: Aerial photograph of the Milagro detector with the pond empty.

An opaque cover is installed at the top of the pond in order to keep out external
light. The transmission of essentially no light through the cover is required for
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Milagro to be able to operate during the day. Although the cover normally rests
on top of the water during data taking, it can be in
ated to allow for repairs within
the detector. The top of the cover is painted with a highly re
ective roo�ng paint
to keep the interior from becoming too hot for repairs to take place. Figure 3.3
shows a close-up aerial photograph of Milagro with the cover in
ated.

Figure 3.3: Aerial photograph of the Milagro detector with the cover in
ated.

The Milagro detector contains 723 photomultiplier tubes (PMTs) anchored
by 1.6 mm-diameter Kevlar strings to a grid of sand �lled PVC pipe, 7.5 cm in
diameter. The PVC pipes each weigh �35 kg and are arranged on the bottom
of the pond in a square grid with 2.8 meter spacing. The grid is also located on
the sloping sides of the pond and is arranged in a manner that allows the grid
to appear continuous and uniformly spaced when viewed from directly overhead.
Since the bottom of the pond is not 
at, the length of each individual Kevlar
string is calculated for each PMT, and is such that all the PMTs lie in 2 separate
horizontal planes when they 
oat upward. As there are no currents in the pond,
a survey of the grid allows for the precise location of the PMTs to be determined
to an accuracy of �3 cm horizontally and �1 cm vertically. The orientation of
the grid with respect to true north, as well as the direction of the zenith, are both
known to an accuracy of �0:02Æ. Figure 3.4 shows the interior of the Milagro
detector while it is being �lled with water. The grid and PMTs are clearly visible.

Milagro is located in one of the most lightning prone areas in the United
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Figure 3.4: Photograph of the interior of Milagro with the cover in
ated. This
photo is taken during the �lling of the detector with water.

States. Because of this, a 12,500 m2 Faraday cage was built over the entire pond
and surrounding buildings. While the Faraday cage does not divert lightning
from the detector, it is designed to intercept lightning strokes and to shunt their
current to ground, keeping the voltage gradients low within the environs of the
experiment. This protection is required as one lightning strike to the pond would
likely destroy all of the PMTs and most of the electronics in Milagro.

The site receives its electrical power from a local rural electric company. Due
to intermittent power outages, uninterruptible power supply (UPS) crates are
installed to power the electronics for Milagro. This enables the detector to remain
operational during brief outages. The crates also condition the power to the
electronics. While the data taking for Milagro is fully automated, network access
via a T-1 line allows for remote monitoring and some control of the apparatus.

3.2.3 Photomultiplier Tubes

As mentioned previously, Milagro employs 2 layers of submerged PMTs (723
total) to detect Cherenkov light produced by secondary particles from an EAS in
the covered reservoir of water. The �rst layer, consisting of 450 PMTs on a 2:8
x 2:8 m2 grid under 1.5 m of puri�ed water, utilizes the relative arrival time of
the Cherenkov photons at the PMTs to reconstruct the direction of the incoming
EAS with an accuracy of �0.75 degrees. The second layer of 273 PMTs located at
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�6 m depth,2 with a similar spacing, is used to identify penetrating particles such
as muons, hadrons and very energetic electromagnetic particles. Due to the low
cross section for photo-production of hadrons, one expects many more muons and
hadrons at ground level in an EAS initiated by a hadronic cosmic ray, allowing this
second layer to be useful for determining the species of the primary particle. This
is crucial for the detection of TeV sources, as the EAS initiated by hadronic cosmic
rays greatly outnumber (�10,000:1) those initiated by gamma rays. Figure 3.4
shows the interior of Milagro as it is being �lled with water. The layout of the
PMTs is apparent in the photograph.

The 20 cm-diameter Hammamatsu 10-stage R5912SEL PMT is utilized in Mi-
lagro. This PMT was selected because it has good time resolution, good charge
resolution, good charge linearity up to �75 PEs, a large photocathode with high
photon collection eÆciency, a relative absence of signi�cant prepulsing and af-
terpulsing, and it is relatively insensitive to the e�ects of the geomagnetic �eld.
Each PMT is encapsulated to keep moisture away from the electronic components
which include a passive base of resistance 20 M
. The PMTs operate at positive
high voltage to ensure that the photocathode is at the same potential as the sur-
rounding water. This high voltage is delivered by a single 75 
 coaxial cable that
also carries the PMT signal to the electronics. The cables for a given layer have
the same length to eliminate systematic timing e�ects.

A re
ective collar (ba�e) is attached to the encapsulation of each PMT. A
picture of the PMT, encapsulation and ba�e is shown in Figure 3.5 As can be
seen, the shape of the ba�e is conical, with a small radius of 8.4 cm, a height of
16.4 cm, and a large radius of 26.8 cm. This corresponds to an opening half-angle
of 48:4Æ. The ba�e is attached below the photocathode of the PMT and ends
at the top of the PMT glass. Each ba�e is re
ective on the inside to increase
the collection area of the PMT, and dark on the outside to prevent the re
ection
of light from this surface. The main purpose of the ba�es is to block out late
arriving PMT pulses from light re
ecting o� the bottom of the pond, as well
as light propagating horizontally across the pond. This late light is signi�cant in
quantity and degrades the angular resolution of the detector. Further, these ba�es
were not present in the prototype of Milagro, known as Milagrito, where a study
of the Moon shadow showed a signi�cant systematic pointing error attributable
to this late light (Wascko, 2001). The use of the ba�es eliminates this systematic
e�ect as well as making the raw data �35% smaller in size by reducing the number
of hit PMTs. This latter e�ect is important, as it allows for the detector to run

2This \layer" actually consists of two layers: an array of 19x11 PMTs (209 total) at �6 m
depth, surrounded by a ring of 64 PMTs at �5 m depth. All told the \layer" is a 13x21 grid of
PMTs.
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at a �35% higher trigger rate, which increases the overall sensitivity of Milagro
to sources of TeV gamma-rays.

Figure 3.5: Photograph of one of the encapsulated PMTs with ba�e present as
used in Milagro. A scuba diver is visible in this photograph as it was taken during
downtime for PMT repairs.

3.2.4 Electronics

The signal from each PMT channel passes through custom-made electronics
boards which provide timing and pulse height information. The pulse height for
each PMT is determined using the time-over-threshold (TOT) technique. A dual-
threshold system is utilized to eliminate PMT prepulsing, as well as to provide
a large dynamic range on the pulse height measurement. In the electronics, the
PMT signal is split between high-gain and low-gain ampli�ers. The output from
the high-gain ampli�er is sent to a discriminator with a threshold set to a level of
�1/4 PE. The output from the low-gain ampli�er is sent to a discriminator where
the threshold is set to a level of �5 PE. Whenever the signal crosses the low (0.25
PE) or the high (5 PE) threshold, a logic pulse is generated with width equal to the
length in time that the signal remained above the threshold. Figure 3.6 illustrates
the dual threshold technique. This �gure is taken from Joe McCullough's thesis
(McCullough, 2001).

As can be seen in Figure 3.6, signals with pulse height between 0.25 and 5 PEs
generate \2-Edge" pulses, and signals with greater than 5 PEs generate \4-Edge
Pulses." The percentage of PMT signals that are 2-Edge and 4-Edge pulses is
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Figure 3.6: Figure showing a conceptual drawing of the dual TOT method and
the logic pulses that result from the technique. This �gure is taken from Joe
McCullough's thesis (McCullough, 2001). Shown are the cases where only the low
threshold is exceeded and where both thresholds are exceeded.

�65% and �28% respectively. The sum does not total 100% because pulses exist
with anywhere from 1 to 16 edges. An edge �nding algorithm is applied to all
combinations, which assigns either 2 or 4 edges to these pulses. Once the number
of edges is found the number of PEs can be calculated. The width of the logic
pulse, time-over-threshold, is approximately proportional to the logarithm of the
number of PEs. Therefore, using the notation shown in Figure 3.6, the following
relation of TOT to PEs is found:

�t = tb � ta / ln(NPEs) 2 edge event
�t = td � tc / ln(NPEs) 4 edge event

Occasionally, pulses are found with very large low TOT values, and no high TOT
values. This can result in an erroneously large pulse height to be returned. There-
fore, these events are assigned a maximum possible low TOT and corresponding
PE value. The time of the PMT hit is determined to be the time that the PMT
pulse passed its highest threshold.3 In the case of large pulses, this is the high-
threshold. However, the pulse must have been above the high-threshold for some
time before this is used. For small pulses, the time that the low-threshold was
exceeded is utilized as the arrival time. This method of determining the arrival
time eliminates the e�ects of prepulsing.

3The arrival time at each PMT is corrected for the �nite rise time of the pulse which varies
with pulse height.
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3.2.5 Trigger

An output of the custom-made electronics boards is also used for the trigger of
Milagro. For each PMT signal that crosses the low-threshold, the corresponding
electronics channel generates a logic pulse 200 ns wide and 25 mV in amplitude.
The analog sum of all these �xed width pulses is sent to a discriminator. If the
analog sum is higher than the threshold setting, Milagro is considered to have
triggered, and the information from the event is processed. Therefore, the trigger
for Milagro is a simple multiplicity trigger. The trigger rate for Milagro versus
the number of PMTs required in coincidence is shown in Figure 3.7 As can be
seen in the �gure, the trigger rate is comprised of two components. At low PMT
multiplicity values, the rate is very large and decreases exponentially until about
40 PMTs are required. After this, a second component of the rate is found. This
component also decreases exponentially, but at a di�erent rate. The �rst com-
ponent is from single muons, which typically fail the angular reconstruction, and
the second component is from EAS and are generally successfully reconstructed.
Since a lower threshold increases the sensitivity of Milagro to gamma-initiated
EAS, particularly those at low energies, the multiplicity required was chosen so
that the trigger rate was as large as possible, but did not exceed the level which
the data acquisition system could handle (�2 kHz). Although the exact value of
the threshold was varied in order to keep the trigger rate at a constant value,4 the
typical trigger threshold chosen is �55 PMTs hit within the 200 ns coincidence
window.

3.2.6 DAQ

After the trigger criteria from Milagro have been met, the timing information
from the PMT pulses are digitized by TDC modules. The time of each triggered
event is recorded using the output of a GPS clock. These data, after digitization,
are read out by a FASTBUS Smart Crate Controller (FSCC). The data are then
transferred to a pair of dual-ported VME memory modules where they are written
into the memory boards by the FSCC over a VSB bus. A multi-CPU computer
then reads the data from the memory boards over the VME bus. This computer
then processes the data. The processing consists of calibrating the data, recon-
structing the incident direction of the EAS, and determining a parameter that is
utilized for identifying the nature of the primary particle. After the data have
been processed, the parameters found from the reconstruction are then recorded
to DLT tape. In addition to storing the processed data, selected raw data are

4The trigger rate for a certain threshold varies in Milagro due to meteorological e�ects, light
leaks, PMT deaths, etc.
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Figure 3.7: Figure showing the trigger rate of Milagro versus the number of top
layer PMTs required in the multiplicity trigger (McCullough, 1999).

also saved. Only a limited amount of the raw data can be saved as the raw data
rate of Milagro is of order �50 TB a year. While the selection criteria evolved
during data taking, raw data were saved for events initially reconstructed within
�10 degrees in declination of various objects of interest. These objects include
the Crab Nebula, the Sun, the Moon, Mrk 501 (at times), and Mrk 421 (at times).
Additionally, raw data are saved for showers that pass a loose background rejec-
tion criterion, and for showers that possess the characteristics of single hadrons
(Yodh, 2001). Finally, Milagro is noti�ed when other detectors observe a gamma-
ray burst (GRB). As the location of the GRB is often poorly determined, all raw
data from 1/2 hour before through 2 hours after the detected GRB are also saved.
These data are archived and can be reprocessed using improved algorithms at a
later date.
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3.2.7 Monitoring

Since numerous environmental e�ects can dramatically alter the performance
of Milagro, a separate computer is set up to record information from various
sensors. This information includes, but is not limited to, the trigger rate, dead
time, temperature of various components, individual PMT rates, voltages and
currents, water temperature and depth, water �ltration system status, as well as
meteorological information. These data are archived to computer disk, allowing
for in-depth analysis of the detector performance at any chosen time. Further,
human monitoring is also performed by a physicist on shift. Any anomalies, as
well as diÆculties with the detector, are noted and �xed by this person when
possible.

3.3 Calibration

As previously discussed the raw data from Milagro consists of a series of times
corresponding to discriminator edges. This raw edge information must be con-
verted to relative arrival times of the photons at the PMTs, as well as the pulse
height recorded by those PMTs. While the time that each PMT was hit is known,
it must be corrected for 2 e�ects. The �rst correction is for electronic slewing
and is required because the analog PMT pulses have a �nite rise time. A large
pulse will cross a threshold more quickly than a smaller pulse. Therefore, a timing
correction that is a function of pulse height is applied to eliminate this e�ect. The
second timing correction applied accounts for �xed timing o�sets between PMT
channels. While in principle these o�sets should be the same for each PMT, this
is not the case due to di�erent operating voltages for each PMT. Finally, the TOT
value for each channel needs to be converted to a number of photoelectrons. These
corrections and conversions are performed by a software algorithm using appro-
priate constants determined during calibration runs. In these calibration runs,
light from a fast, pulsed laser is sent to a set of di�using balls in the pond which
distribute the light in the pond isotropically. An optical switch allows for one ball
at a time to be illuminated. Further, a �lter wheel allows for the intensity of the
laser pulse to be varied. Analysis of the calibration data allows for the various
corrections and conversion constants to be determined individually for each PMT.
An ADC is utilized simultaneously during calibration data taking which allows
for the conversion of TOT to PEs to be established. The charge resolution of the
TOT method is approximately �10% for most pulse heights. A notable exception
to this is the region where the low-TOT is at high values, but before the high-
threshold is crossed. Due to the e�ects of late light in the low-TOT measurement,
the charge resolution increases with pulse height to a value of �35%. After the
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high-threshold is crossed the resolution immediately returns to the nominal �10%
value.

3.4 Event Reconstruction

After the PMT pulses have been calibrated for a given event, the data are
then ready to be reconstructed using fast software algorithms. The requirement
that the reconstruction algorithms be fast is a result of the high data rate in
Milagro. Further, only a small number of parameters are calculated in the recon-
struction because of time as well as data size constraints. Although the rate of
triggered events is high, every event satisfying the trigger condition for Milagro
is reconstructed to determine its characteristics. These traits include the inci-
dent direction of the shower plane, the core location, and the nature (hadronic or
electromagnetic) of the shower.

The relative arrival times at which the individual PMTs in Milagro are struck
by Cherenkov light produced by the secondary particles in the shower front are
used to reconstruct the incident direction of the primary gamma-ray. Figure 3.8
shows an event display from Milagro which illustrates this. The timing �t from
the top layer is shown by the plane. The distribution of light in the top layer is
shown by the green squares, which are proportional in size to the number of PEs
in the struck PMT. The event shown in Figure 3.8 has an atypically large number
of hit PMTs.

The �rst step in reconstructing an event is to determine the location of the
shower core. After the core is located, a shower front sampling correction is
applied. This timing correction accounts for the e�ect that on average, the larger
the pulse height detected by a PMT, the earlier the measured arrival time, and
is due to the shower plane having a �nite thickness. Another timing correction
is then applied to account for the curvature of the shower front. After these
corrections are performed, the incident direction of the shower front is determined
by a weighted least squares (�2) �t to a plane. Figure 3.9 shows a conceptual
drawing of how Milagro �ts the direction of the incident EAS taken from Joe
McCullough's thesis (McCullough, 2001). After the direction is determined, a
parameter related to the nature of the primary particle is calculated to perform
background rejection.

The information resulting from this event reconstruction can then be used in
a search for TeV emission from candidate objects. As previously discussed, only
tubes from the top layer of 450 PMTs are utilized to �nd the incident direction of
the EAS, and only tubes from the bottom layer of 273 PMTs are used to perform
background rejection.
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Figure 3.8: An event display for an air shower event in Milagro. The timing �t
from the top layer is shown by the plane. The distribution of light in the top layer
is shown by the green squares, which are proportional in size to the number of
PEs in the struck PMT. This event has an atypically large number of hit PMTs.

3.4.1 Core Fit

The �rst step in analyzing the calibrated information from a triggered event
in Milagro is to determine where the core of the incident EAS is located. Initially,
the core location is found from a weighted sum of the locations of the all the hit
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Figure 3.9: Figure showing a conceptual drawing of how Milagro reconstructs the
incident direction of the EAS (McCullough, 2001). The drawing is not to scale.

top layer PMTs. This provisional core location is given by:

xcore =

P
i

p
PEi � xiP
i

p
PEi

ycore =

P
i

p
PEi � yiP
i

p
PEi

; (3.1)

where PEi is the number of PEs detected by a PMT whose coordinates are given
by xi and yi. After the provisional values of xcore and ycore are found, new values
are determined only using PMTs that fall within a triangle along the direction
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given by the �rst �t. After these new values are found, the algorithm then deter-
mines the number of PEs per PMT versus distance from the center of the pond for
PMTs falling within a smaller triangle along the direction given by the second �t.
A function of the form a+br2 is then �t to this information. The results of this �t
are then utilized to determine if the core was located on or o� the Milagro pond.
If the core is found to be o� the pond, the reconstructed core location is placed
50 meters from the center of the pond in the direction indicated from the x and y
locations found in the second sum. The value of 50 meters is used because Monte
Carlo simulations indicate that this value results in the best agreement on average
with the true core location. When the core is determined to be on the pond, the
previous sum is repeated for a third time, using only PMTs within 8 meters of the
second core position. Figure 3.10 shows the �t core locations of EAS that trigger
Milagro. The majority (�84%) of triggered EAS cores are reconstructed o� the
pond. This is expected, given that the typical EAS is signi�cantly larger than the
Milagro detector. The e�ects of the asymmetry in the pond size can also be seen
in Figure 3.10, where fewer cores are reconstructed o� the long sides of the pond.
The overall performance of this core �tter5 is discussed in Section 3.6.1.

3.4.2 Shower Front Sampling Correction

After the location of the shower core has been found, a timing correction,
known as the sampling correction, is applied to the data. This correction is
required, because on average the larger the pulse height detected by a PMT,
the earlier the measured arrival time. This e�ect is the result of the shower
front having a �nite thickness.6 The sampling correction is derived from the
distribution of timing residuals for each PMT resulting from �ts to the shower
plane. The timing residual, t�, whose average magnitude is strongly dependent
on pulse height, is the di�erence between the PMT and �t shower-plane timing.
Figure 3.11 shows the distributions of t� for various pulse height ranges, with and
without the sampling correction applied in their generation. The value for t� is
determined in such a way that negative values correspond to late light. As can be
seen in Figure 3.11, application of the sampling correction, which is pulse height

5Prior to December 15, 2000, a core �tter that only placed cores on the pond was utilized.
This algorithm determined the core position in 1 step using an equation similar to Eq. 3.1, except
that PEi is substituted for

p
PEi in the equations. Further, the sum was only performed over

9 tubes in a 3x3 grid centered on a speci�c PMT. This PMT was one of the 3 brightest PMTs
in the top layer, the choice of which was determined by which of the 3 had the largest total sum
of PEs in the neighboring 8 PMTs. The relevant data and interval over which this is true is
discussed in Chapter 4.

6There is also an electronic e�ect (slewing) which is similar but is accounted for in the
calibration.
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Figure 3.10: Figure showing the distribution of the �t position of the shower cores
in EAS which trigger Milagro.

dependent, shifts the peaks of the t� distributions to zero, which corresponds
to being on time. For large PE values and small PE values, the peaks of the
distributions are no longer early and late respectively. The peaks are shifted,
instead of the average, because shifting the average would correct too much for
the e�ect since the distributions are strongly non-Gaussian and characterized by
a long tail of late light.

The sampling correction is determined in an iterative manner. First, t� dis-
tributions are generated from �ts with no sampling correction applied for various
ranges of pulse heights. The peaks of these distributions are found and the values
�t as a function of PEs. The function is then applied as a sampling correction and
new t� distributions are generated. The peaks of these distributions are found and
the values �t to a function of PEs. This function is added to the initial function,
and the process is repeated with each successive step adding more to the overall
correction until it converges. The exact correction applied in Milagro adds �t to
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Figure 3.11: Figure showing the distribution of timing residuals (t�) for various
pulse height ranges. The distributions are shown with (blue) and without (red)
the sampling correction applied in the reconstruction of Monte Carlo simulations
of gamma-ray showers.

the time of each PMT hit, where �t is de�ned as:

�t = �5:238667 + 7:514049� P � 7:42357� P 2 + 5:54304� P 3 (3.2)

�1:84982� P 4 + 0:22202� P 5 ,

where P = log10(PE).
Data were used to determine this correction, which when applied during the

reconstruction of Monte Carlo simulations of gamma-ray showers results in the
improvement of the average angular resolution of Milagro. It should also be noted
that, in principle, the sampling correction should also depend on the distance
of the PMT to the shower core. Unfortunately, the core is poorly located by
Milagro. Therefore, the distance of the PMT to the shower core is not used in the
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sampling correction as it does not yield any improvement in the angular resolution
of Milagro.

3.4.3 Shower Front Curvature Correction

After the sampling correction is applied, another timing correction is applied
to the data to account for the curvature of the shower front. This correction,
known as the curvature correction, is required because, as previously discussed,
the incident direction of an EAS in Milagro is determined by a weighted least
squares (�2) �t of the shower front to a plane. Since the EAS incident on Milagro
are not planar, but more approximately a cone with apex at the shower core,
correcting for the curvature results in a better quality �t. Although �tting the
shower front to a parabola would eliminate the need for a curvature correction,
the equations to be solved in such a �t are not closed form, which results in
the algorithms being slow and diÆcult to implement. Further, the lateral extent
of Milagro is much smaller than the front of a typical EAS, which would result
in a �t to a parabola to be of poor quality. Therefore, instead of a parabolic
�t, a curvature correction is applied and the resulting shower front is �t to a
plane for speed and simplicity. This curvature correction accounts for the slope
of the cone, measured from the shower core, and is 0.07 ns for every meter a hit
PMT is distant from the �t shower core.7 A linear correction, instead of a more
complicated form (e.g. parabolic), is utilized because any potential improvements
from a more complicated format are eliminated due to the location of the shower
core being not well determined by Milagro. The value of the curvature correction
is found from Monte Carlo studies, which also indicate that the angular resolution
of Milagro improves using this correction.

3.4.4 Direction Reconstruction

After the sampling and curvature corrections have been applied to the data,
the incident direction of the shower front is determined by a weighted least squares
(�2) �t to a plane. The �2 is minimized with respect to the arrival time of the
shower plane and two directional cosines. This results in the equations having
closed form, allowing for quick determination of the �t parameters. Although the
equations are closed form, the overall process of �nding the incident direction is
iterative. This is because cuts, that change with each successive iteration, are
applied on which PMTs are utilized in the �tting process.

7Prior to December 15, 2000, a curvature correction of 0.04 ns/m was utilized in the recon-
struction. The relevant data and interval over which this is true is discussed in Chapter 4.
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In �tting the shower front to a plane, each PMT hit is assigned a weight
depending on its pulse height. The weights are determined using the RMS values of
the t� distributions for a given pulse height range. Given that di�erent weights and
sampling corrections each result in di�erent t� distributions, both the sampling
correction and weights are determined simultaneously. The value of the weight
for each PMT used is 1=�2, where � is given by the following equation:

ln(�) = 2:5267� 0:5217� log10(PE): (3.3)

As previously discussed, the procedure of �tting the shower front to a plane
is iterative in a manner that applies successively di�erent cuts on which PMTs
are utilized. Initially, only PMTs hit with greater than 2.25 PEs are used in the
�t. After this initial �t is performed, PMTs with a large contribution to the �2

are removed, and the plane is �t again. This process continues, with successively
harder cuts on the individual �2 contributions. After the �t is performed with
hardest cut on the individual �2 contribution, PMTs with smaller pulse heights
are then allowed in the �tting procedure, provided their �2 contribution is small.
The plane is then re-�t, and the process of removing tubes with large contributions
to the �2 is repeated. The pulse height cut is relaxed in several stages from the
initial cut of 2.25 PEs. The successive cuts are 1.75 PEs, 1.25 PEs, 0.75 PEs, and
�nally 0.5 PEs. It should be noted that PMTs which are removed from the �t
in one stage of the iterative process, can be utilized later if the �t plane changes
such that the PMT once again passes the selection requirements. A consequence
of the �tting procedure is a strong dependence of the angular resolution on the
number of PMTs participating in the �t (Nfit). Approximately 90% of the events
which trigger Milagro are �t successfully by this method. The remaining triggered
events that fail the angular reconstruction algorithms are generally associated with
single muons passing through the detector at nearly horizontal angles and single
unaccompanied hadrons.

3.4.5 Background Rejection

The �nal stage of the reconstruction of an EAS in Milagro enables background
rejection to be performed. The ability to di�erentiate gamma-ray induced EAS
from the more numerous cosmic-ray induced EAS is crucial for TeV observato-
ries. In order to perform this rejection, subtle di�erences between the two types
of showers must be exploited. EAS induced by hadronic particles contain many
more muons and hadrons than those induced by gamma-rays of comparable energy.
Monte Carlo simulations show that �77% of proton initiated showers contain a
muon or hadron that enters Milagro, while only �5% of gamma-ray induced show-
ers contain a muon or hadron that enters the pond. The other major di�erence
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is that the showers induced by gamma rays have a much smoother distribution of
particles than those initiated by hadronic particles of comparable energy, which
are more laterally dispersed and contain many small sub-showers with particles
of higher energies.

In Milagro, the bottom layer of 273 PMTs located at 6 m depth is used to
identify the species of primary particle in an EAS. The top 6 m of water e�ectively
absorbs almost all the electrons and positrons in the air showers. Therefore, only
penetrating particles such as muons, hadrons, and very energetic electromagnetic
particles reach the bottom layer. These penetrating particles will illuminate the
PMTs which they pass close to with large amounts of Chereknov light. Cherenkov
light produced by the absorbed electrons and positrons also reaches the bottom
layer since the water in Milagro has a �13 m attenuation length. However, most
of the Cherenkov light radiated by the electrons and positrons is produced at low
water depths, resulting in the intensity of the Chereknov light from these parti-
cles being small once it spreads out over the bottom layer of PMTs. Therefore,
hadronic events can be identi�ed by searching for bright, compact clusters of light
in the bottom layer, while gamma-ray initiated showers can be identi�ed because
they illuminate the bottom of the detector uniformly, with small hits.

A parameter, X2, which exploits these di�erences and can be used to di�eren-
tiate between the two types of showers is de�ned as:

X2 =
NB�2PEs

PEmaxB

; (3.4)

where NB�2PEs is the number of PMTs in the bottom layer with more than 2
PEs, and PEmaxB is the maximum number of PEs in any PMT in the bottom
layer. Using this de�nition, bright, compact clusters of light which result in a
small number of PMTs hit with large pulse heights, yield small values of X2.
Alternatively, showers that uniformly illuminate the bottom PMTs with small
hits give large values of X2. Therefore, hadronically initiated showers typically
have small values of X2, while gamma-ray initiated showers typically have large
values of X2. Figure 3.12 shows the percentage of events retained versus X2 cut
for Monte Carlo gamma-ray showers, Monte Carlo proton showers, and data. This
cut keeps only events with X2 greater than some value.

As can be seen in Figure 3.12, there is a clear di�erence between Monte Carlo
gamma-ray showers and Monte Carlo proton showers. Further, the data matches
the Monte Carlo proton distribution reasonably well, as expected, since the data
consists mainly of proton initiated showers. However, there is a signi�cant di-
vergence between the data and proton distributions at values of X2 � 2:5. This
discrepancy is likely due to low statistics in the proton simulations and data at
high values of X2, the absence of heavier nuclei in the simulations, and problems
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Figure 3.12: Percentage of events retained versus X2 cut for Monte Carlo gamma-
ray showers, Monte Carlo proton showers, and data. This analysis selects events
with X2 � 2:5.

with the pulse height calibration in the region where low TOT is large, but before
the high TOT values exist (�5 PEs). While some discrepancy in the distributions
exists, it is clear that a cut keeping only events with X2 greater than some value
will result in an increase in sensitivity. Calculation of X2 is the last step of the
reconstruction.

The relative increase in sensitivity expected for a given selection criterion is
given by Q (for \quality"), which is de�ned as:

Q =
�
p
�p

; (3.5)

where �
 is the eÆciency for retaining gamma-ray showers (signal events), and �p is
the eÆciency for retaining proton showers (background events). Figure 3.13 shows
the expected Q from Monte Carlo simulations versus X2 cut. The Q rises rapidly
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until a cut of X2 � 2:5 is reached, after which the Q rises only slightly. Therefore,
a cut keeping only events withX2 � 2:5 is chosen to perform background rejection.
This cut is selected because the distribution of showers passing the X2 cut for data
and proton showers diverge at higher values of a cut, as well as because only a
minor gain in sensitivity is found at larger values for the cut. This cut is expected
to retain �51% of gamma-ray events, and only �10% of proton events. This
results in an expected improvement in sensitivity by a factor of �1.6.
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Figure 3.13: Relative Q versus X2 cut from Monte Carlo simulations.

As the energy dependence of the X2 cut can have a signi�cant e�ect on the
sensitivity of Milagro to TeV point sources, this e�ect was explored (Sinnis, 2001).
Analysis of fraction of events passing the X2 cut for various energy bins shows
that the X2 cut uniformly a�ects protons regardless of the energy of the primary
particle. This is not the case for gamma-ray events, where the cut preferentially
keeps showers from higher energy primaries. While this could prove advantageous
for sources with a hard spectrum, this does not a�ect the sensitivity to a source
with a spectral index similar to that of the Crab. Further, for sources with a
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spectrum signi�cantly softer than that of Crab, this would reduce the overall
e�ectiveness of the cut.

3.5 Simulations

Simulating the response of Milagro to EAS is a two step process. In the
�rst stage, the EAS are simulated by a software package known as CORSIKA
(Heck et al., 1998). The CORSIKA simulation of an EAS begins with the �rst
interaction of the primary particle in the upper atmosphere, then proceeds to track
the subsequent interactions of the secondary particles, eventually propagating the
resulting EAS to ground level. All of the secondary particles reaching ground
level (the altitude of Milagro) are then input into a detector simulation. This
detector simulation represents the second stage of the simulating the response of
Milagro to EAS, and is performed using a software package known as GEANT
(GEANT C.P.L, 1994). The GEANT package propagates the input secondary
particles from CORSIKA through a model of the detector. All the interactions,
hadronic and electromagnetic, for both the charged particles, as well as the input
photons, are simulated by GEANT. These interactions include the production of
Cherenkov light and Æ-rays within the detector.

To generate enough statistics for a reasonable analysis of the performance
of Milagro, millions of CORSIKA showers were generated for use by GEANT.
These showers were generated over an energy range of 100 GeV to 100 TeV, with
zenith angles ranging from 0 to 45 degrees \in a manner which represents equal
particle 
uxes from all solid angle elements of the sky and a registration by a
horizontal detector arrangement" (Knapp and Heck, 1997). A falling di�erential
power law energy spectrum is assumed for the CORSIKA showers. The spectral
index utilized in the simulations is � = 2:4 for gamma-ray primaries, and � = 2:7
for proton primaries. The showers from proton primaries were used to simulate
the isotropic cosmic-ray background.

The GEANT package then took the resulting CORSIKA showers and randomly
shu�ed the core position over a circle of 1000 m radius centered on the pond.
After propagating the secondary particles through the detector model, the output
of the GEANT simulations is similar to the calibrated data format of Milagro.
In this sense, each PMT that was hit by at least 1 photon (including the e�ects
of the quantum eÆciency and time jitter of the PMT) had the number of PEs
and arrival time saved to a �le which could be readily analyzed by the standard
software algorithms. The trigger condition was set at � 55 top layer PMTs hit,
which is equivalent to the approximate hardware trigger in Milagro. Overall,
�2�107 gamma-ray initiated showers were thrown, resulting in �48,000 triggers,
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and �2�107 proton initiated showers were thrown resulting in �60,000 triggers.
The presence of dead PMTs alters the results of the simulations slightly. Al-

though this is true, the e�ect of dead PMTs is small in its e�ects on the quantities
presented later in this chapter, therefore the performance of Milagro is quanti�ed
in this chapter using an ideal simulation where all the PMTs are operational.8

Since many assumptions are made in the Monte Carlo simulations, comparison
of the results to data is important. Numerous quantities exist for which distribu-
tions are useful for this comparison. These parameters include the zenith angle,
number of tubes hit in both layers, PEs (maximum and overall) in both layers,
Nfit, tchi, and �EO (an angular resolution parameter discussed in Section 3.6.2).
Analysis of the distributions of these parameters show that the data is in reason-
able agreement with the Monte Carlo proton simulations. Therefore, the Monte
Carlo simulation of Milagro is considered to be accurate.

3.6 Milagro Performance

The performance of Milagro is evaluated in this section using the Monte Carlo
sample previously discussed. Although, the quantities presented in this section
are believed to be reasonable indicators of the behavior of Milagro, there are
many issues yet to be thoroughly understood in the simulations. These include
the estimation of the relative fraction of scattering and absorption in the water,
the estimation of the amount of re
ection at the various detector surfaces, and
the e�ects of meteorological conditions at the site. Another issue results because
there is presently no electronics simulation for Milagro. Therefore, the e�ects of
inaccuracies in PMT calibrations are not included. While these issues need to be
resolved, the detector performance is believed to be reasonably well understood.

The response of Milagro to gamma-ray initiated EAS utilizing the best avail-
able reconstruction algorithms is presented in this section. The values presented
are for all showers that pass the trigger condition, are successfully reconstructed,
and pass the various cuts (Nfit � 20 and X2 � 2:5) applied to the data discussed
in Chapter 4. While the response to proton showers is important, the results are
not discussed because these showers should be randomly distributed on the sky in
an isotropic manner. Thus, any angular resolution e�ects are not important for
the background determination.

8The presence of dead PMTs is easily included. However, the number of dead PMTs varied
during data taking making an exact simulation of the e�ects diÆcult. Therefore, dead PMTs
are not incorporated in this chapter. A \typical" scenario with �50 dead PMTs is used in the
determination of the 
ux values reported and is discussed in Chapter 5.
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3.6.1 Core Resolution

The angular resolution of Milagro depends strongly on the ability to locate
the core of an EAS. This is because random inaccuracies in the location of core
result in an improper curvature correction being applied, causing a tilt in random
directions of the �t shower plane. This naturally degrades the resolution of the
detector. Unfortunately, the core location is poorly reconstructed by Milagro.
This is due in part to the fact that the core of an EAS is poorly de�ned. However,
the majority of the diÆculty in accurately reconstructing the location of the core
is the result of the lateral extent of Milagro being signi�cantly smaller than a
typical EAS. Therefore, a relatively small fraction of the particles are detected
in many of the EAS on which Milagro triggers, resulting in the poor accuracy of
core reconstruction. The distribution of the di�erence in �t core location and true
core location, �R, is shown for Monte Carlo gamma-ray showers in the top plot
of Figure 3.14. The median �R is 44 m.

Since Milagro is smaller than the EAS on which it triggers, the resolution of
the core �nding algorithm depends on whether the core is truly located on or
o� the pond. Simulations indicate that �13.5% of the gamma-ray showers that
trigger Milagro have their actual core located on the pond, with the remaining
�86.5% located o� the pond. The distribution of �R for cores which are truly
on or o� the pond (middle), as well as those whose cores are �t on or o� the pond
(bottom), is shown in Figure 3.14.

The median �R for showers with their core truly on and o� the pond is 21 m
and 52 m respectively.9 While this would appear to imply that angular resolution
for showers �t on the pond is better than showers that are �t o� the pond, this
is not the case. This is because the median �R for showers with their core �t on
and o� the pond is 52 m and 41 m respectively, which implies that showers with
their core �t o� the pond have a slightly better angular resolution (which is the
case). This is the result of the inability of the core �tter to determine accurately
whether or not the core of an EAS was truly on or o� the pond. The �tter �nds
that �4.7% of the gamma-ray showers have their core on the pond when they
actually are, and �11.5% have their core on the pond when they actually are
not. Further, �8.7% of the gamma-ray showers are �t o� the pond when they are
actually on. The remaining �75% are �t o� the pond when they actually are.

9The core �tter can only place a shower at most 50 m from the center of the pond. Thus,
for showers that are truly on the pond, the core has a maximum amount which the �t location
can be o�, which is not the case for showers truly o� the pond.
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Figure 3.14: Figure showing the distribution of the di�erence, �R, between the
true core position and the reconstructed position for Monte Carlo gamma-ray
showers. Shown are the distribution of all showers (top), for showers with the
core truly on or o� the pond (middle), and for showers for which the core is �t on
or o� the pond.

3.6.2 Angular Resolution

The angular resolution of Milagro can be quanti�ed by two parameters. The
�rst of which, �angle, is the space angle di�erence between the �t direction and
true direction (only known for simulated showers) of the shower plane. The second
parameter is the space angle di�erence between �t directions to the shower plane
by two independent, interleaved portions of the detector (the detector is divided as
light and dark squares of a chessboard) referred to as �EO. This latter parameter
is not sensitive to systematic errors, such as those due to core location errors,
but can be calculated for actual data. It is expected that �EO is about twice
the overall angular resolution in the absence of systematic e�ects (Alexandreas
et al., 1992). Because of this, minimization of the �EO distribution was utilized
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to optimize the �2 �tter.

Figure 3.15: Figure showing the distribution of �angle (red) and
�EO

2
(blue) for

Monte Carlo gamma-ray showers.

The distribution of �Angle and
�EO

2
for Monte Carlo gamma-ray showers is

shown in Figure 3.15, which shows that the angular resolution of Milagro is non-
Gaussian and characterized by a tail of poorly reconstructed showers. Table 3.1
shows the median �angle and

�EO

2
values for all gamma-ray showers, as well as

those with the core truly on and o� the pond, and for those with the core �t on
and o� the pond.

As can be seen in Table 3.1 the median �EO

2
is signi�cantly less than the

median �angle. Since
�EO

2
is independent of core location errors, this shows that

the diÆculties in accurately reconstructing the core location comprise a signi�cant
portion of the error in the angular reconstruction. Further, Table 3.1 shows that
showers with the core truly on the pond are reconstructed signi�cantly better
than showers with the core truly o� the pond, as implied by the better median
�R reported earlier. However, the opposite is true, although the e�ect is not as
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All True Core True Core Fit Core Fit Core
Showers On Pond O� Pond On Pond O� Pond

Med. �angle 1.26Æ 0.80Æ 1.40Æ 1.40Æ 1.24Æ

Med. �EO

2
0.77Æ 0.52Æ 0.83Æ 0.74Æ 0.78Æ

Table 3.1: Table showing the median �Angle and �EO=2 for Monte Carlo gamma-
ray showers, as well as the dependence of the angular resolution on true and �t
core location.

signi�cant, for showers where the �t core location is on the pond versus o� the
pond. Therefore, the �t location of the core cannot be used to identify showers
which are reconstructed better and should be treated di�erently10 in a search for
TeV gamma-ray emission.

The manner in which the plane is �t results in a strong dependence of the an-
gular resolution on the number of PMTs participating in the �t, Nfit. Figure 3.16
shows the mean value of �angle and

�EO

2
versus Nfit. As can be seen the mean

values of both parameters are less as Nfit increases. Because of this trend, only
showers whose value of Nfit is greater than 19 are used in the analysis.

3.6.3 E�ective Area

The e�ective area of Milagro represents the detector's collection eÆciency as
a function of several parameters. For Milagro, the e�ective area is a function of
both energy and zenith angle, �. The e�ective area, Aeff , is de�ned as:

Aeff =
Npass

Nthrow

� Athrow ; (3.6)

where Nthrow is the number (large) of showers simulated, Athrow is the area, nor-
mal to the incident direction of the primary particle, over which the showers were
thrown, and Npass is the number of showers that trigger the detector, are suc-
cessfully reconstructed, pass the cuts applied to the data, and fall within the
source bin used for analysis.11 Figure 3.17 shows the e�ective area of Milagro for
gamma-ray showers, as a function of energy for all zenith angles thrown. As can
be seen the e�ective area increases dramatically, from almost zero at 100 GeV,

10The bin size used in the analysis, discussed in Chapter 4, depends on the angular resolution.
Thus, if one set of showers were systematically reconstructed better, a more complex method
for determining the bin size would be merited.

11This is discussed in Chapter 4.
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Figure 3.16: Figure showing the mean �angle (red) and mean �EO

2
(blue) versus

Nfit for Monte Carlo gamma-ray showers.

up to about 25,000 m2 at 20 TeV. After 20 TeV, the e�ective area is essentially
constant.

The sensitivity of Milagro is strongly dependent on the zenith angle exposure
of the source. The zenith angle dependence of the e�ective area for gamma-ray
showers over the energy range 100 GeV to 100 TeV is shown in Figure 3.18.
The �gure shows that Milagro is most sensitive to showers near zenith, with
approximately constant sensitivity out to zenith angles of 20 degrees, after which
the e�ective area drops o� dramatically. As discussed in Chapter 4, a cut on the
data is applied keeping only showers with �t zenith angle less than 45 degrees,
because of this drop o� in sensitivity.
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Figure 3.17: The e�ective area of Milagro versus energy for Monte Carlo gamma-
ray showers. Each point represents the contributions from all zenith angles ranging
from 0 to 45 degrees, as would be appropriate for an isotropic di�use gamma-ray
source.

3.7 Energy Resolution

Unfortunately Milagro has a very poor energy resolution. One reason for this
is random variations in the propagation of the EAS to and through Milagro, which
can cause two showers with similar primary type, zenith angle and energy to ap-
pear vastly di�erent in the detector. Various factors contribute to the di�erences
including: the number of particles reaching the ground in an EAS due to dif-
ferences in the height of the �rst interaction as well as the types and variations
of secondary interactions, and the detection of Cherenkov photons in the water.
The large di�erences in appearance that can arise between two similar EAS make
the energy determination very poor. Another problem results because the lateral
extent of Milagro is much smaller than the typical width of an incident EAS. This
causes problems for showers with cores located both on and o� the pond.
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Figure 3.18: The e�ective area of Milagro versus zenith angle for Monte Carlo
gamma-ray showers. Each point represents the contributions from all energies
ranging from 100 GeV to 100 TeV.

For showers with their core located on the pond, the energy determination is
poor because the whole shower is not imaged. Although a low energy shower has
fewer particles, if the core lands on the pond virtually all the PMTs in Milagro are
hit because of the relatively small size of Milagro. A high energy shower, which
has many more particles, naturally hits most of the PMTs when the core is on
the pond as well. Thus, if most of the PMTs are hit in the pond it is diÆcult to
determine if the shower had low or high energy, although the average pulse height
detected by the PMTs will generally be larger for a higher energy shower.

For showers with their core located o� the pond, the poor energy resolution
is the result of inaccuracies in the determination of the core location that results
from the relatively small size of Milagro. Without an accurate determination of
the core location, it is impossible to determine if the incident EAS was a low
energy shower with a core located near the pond, or if the incident EAS was a
high energy shower with a core located further away. Therefore, it is virtually
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impossible to determine if an incident EAS resulted from a low or high energy
primary without accurate knowledge of the core location. Thus, Milagro has a
very poor energy resolution.12

Because of the poor energy resolution of Milagro, no information as to the
di�erential spectrum of an observed source can be determined. Although true, the
median energy of gamma-ray showers from a source which triggers the detector
can be quanti�ed with reasonable accuracy from the expected energy dependence
of the Milagro response. This value varies for an individual source because of the
strong zenith angle and energy dependence of the e�ective area of Milagro. A
method for determining the median energy for a individual source is discussed in
Section 4.4.2. The value for each source observed is reported where appropriate.

3.8 Milagro Physics Goals

As it maintains the advantages of a typical EAS array, Milagro serves as a
high duty-cycle, all-sky monitor in the VHE regime. This allows for a wide range
of physics topics to be addressed. Along with the focus of the thesis (a search
for TeV emission from the Crab Nebula and selected AGN), Milagro is presently
being used to:

� Survey the Northern sky for steady and episodic sources.

� Search for emission from GRBs over the energy range 100 GeV to 20 TeV.

� Search for di�use emission from the Galactic plane.

� Search for TeV cosmic antiprotons, as well as to calibrate the energy response
of the detector, using high signi�cance observations of the cosmic-ray moon
shadow.

� Search for WIMPS annihilating in the vicinity of the Sun.

� Search for evaporating primordial black holes.

� Search for >5 GeV particles from the Sun.

� Measure the primary proton spectrum using single hadrons.

� Measure the composition of cosmic rays above 50 TeV in conjunction with
a set of wide aperture atmospheric-Cherenkov telescopes called \WACT."

12The lateral extent of Milagro is being extended with detectors known as outriggers. These
outriggers will greatly enhance the ability of Milagro to accurately locate the core of an EAS,
which will correspondingly dramatically improve the energy resolution.
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Chapter 4

Analysis and Data Set

The analysis for Milagro is similar to that of other VHE observatories in that it
consists of looking for a relatively small excess of events above the more numerous
cosmic-ray background in any given direction. In this sense, any results from
Milagro must be expressed statistically. However, before one can express any
results, one must decide how to look at the data, what cuts to apply, a method
to determine the background, as well as how to statistically interpret any excess
or de�cit found. Any result, regardless of the statistical signi�cance, can then
be converted into a physically meaningful quantity such as a 
ux value or upper
limit from the source. This chapter details the analysis used for interpreting
reconstructed data from Milagro, as well as a description of the data set analyzed.

4.1 Binned Analysis

4.1.1 General De�nition and Motivation

As the number of events coming from a VHE gamma-ray point source is small
compared to the background level and the angular resolution of the Milagro detec-
tor is �nite (�0.75 degrees), the data must be grouped in order to be interpreted.
First, the data, whether they be signal or background, are placed into maps based
on the direction, in right ascension (RA) and declination (Æ), of the reconstructed
event. Data from the signal and background maps are placed into round angular
bins. This step would not be necessary in the absence of a background as an
in�nitely large bin would keep all the signal events. However, the background is
very large compared to the signal. Therefore an in�nitely large bin would contain
too much background and e�ectively wash out any signal. Further, the excess
from all other possible sources would be included as well. Clearly, an optimal bin
size must be determined so that a bin centered on a point source will retain as
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little of the background as possible, while keeping the largest fraction of signal
events associated with the source falling in the bin. This optimal bin size will, on
average, maximize the expected signi�cance of any signal, and is related to the
point spread function of Milagro. In this sense, a larger bin size would indicate a
worse angular resolution. As round bins were chosen to account for the nature of
the point spread function, which is uniform in the declination and RA directions,
the search for an optimal bin size is e�ectively a search for an optimal bin radius.1

4.1.2 Optimal Bin Size and Cuts

In the presence of a large number of events, as is the case with Milagro, the
optimal source bin is a round angular bin centered on the source with an angular
radius given by:

r = 1:58� � ; (4.1)

where � is the rms projected angular resolution of the detector. However, a prob-
lem exists with determining the optimal bin radius using Eq. 4.1, in that it assumes
the detector has an angular resolution that is characterized by a Gaussian. This is
not the case for Milagro, where the projected angular resolution of the detector is
a sharply peaked, non-Gaussian distribution of events characterized by a long tail
of poorly reconstructed events. This long tail causes the rms projected angular
resolution to be too large. Therefore the standard formula for determining an
optimal bin radius does not apply. Instead, one must determine the optimal bin
size using Monte Carlo simulations. This is performed using the distributions of
�angle, a parameter expressing the space angle di�erence in degrees between the
reconstructed and true direction of the air shower, from the gamma-ray simula-
tions for Milagro. It is assumed that any signal will have a point spread function
characterized by this distribution. Figure 4.1 shows the �angle distribution of
gamma showers passing the background rejection criteria described in Chapter 4.
Additionally, the angular resolution of Milagro is a strong function of the number
of tubes participating in the �t, Nfit. Therefore, a cut keeping only showers with
Nfit greater than some value eliminates poorly reconstructed showers. As can be
seen from Figure 4.1, an Nfit cut changes the �angle distributions, therefore the
optimal bin size and Nfit cut must be determined simultaneously.

The following logic is applied to determine the optimal bin size. Applying an
Nfit cut to the data naturally reduces the number of events in the background.
The percentage of events passing various Nfit cuts can be seen in Figure 4.2.
However, for the signal, an Nfit cut improves the quality of the point spread

1A square bin with the same angular area is easier to implement and only slightly inferior
(Alexandreas et al., 1993).
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Figure 4.1: Distribution of �angle for Showers Passing the X2 cut. The solid line
represents all �t events with Nfit � 20, and the dashed line represents all �t events
with Nfit � 50.

function. Therefore, a cut would presumably toss out poorly reconstructed events
from the signal. Since most of these events would not have fallen into the signal
bin, this allows for a gain in sensitivity as the Nfit cut primarily reduces the
number of background events. Further, only a small fraction of events are poorly
reconstructed, thus one can reduce the bin size and not lose many signal events
while removing a signi�cant fraction of the background. As the background is
locally 
at, the e�ect of decreasing the bin size is purely geometrical on the number
of background events. The fraction of background events kept is proportional to
the ratio of the bin areas. For example, a bin of half the original radius only
keeps a quarter of the background events retained by the original bin. Decreasing
the bin size ultimately results in a gain in sensitivity until some point is reached
where too large a fraction of the signal events is thrown out. Figure 4.3 shows the
percentage of events that fall within a certain bin radius for various Nfit cuts.
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Figure 4.2: Percentage of events retained versus Nfit cut.

To express the improvement in sensitivity, Q, the relative factor by which the
sensitivity improves, is de�ned (cf. Equation 3.5):

Q =
�signalp
�background

; (4.2)

where �signal is the relative fraction of the signal events kept and �background is the
relative fraction of the background events kept. Using these de�nitions:

�signal =
N(X; r)

N(XÆ; rÆ)
; (4.3)

where N(X; r) is the number of gamma-ray events with Nfit � X and having
�angle � r with r de�ned as the bin radius, and

�background =
N(X)

N(XÆ)
� �r2

�r2Æ
; (4.4)
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Figure 4.3: Percentage of events retained versus bin radius for various Nfit cuts.
The 0 Tubes and 20 Tubes curves are almost indistinguishable.

where N(X) is the number of cosmic-ray events with Nfit � X. Substituting
Equations 4.3 and 4.4 into Eq. 4.2, Q becomes:

Q =
N(X; r)

N(XÆ; rÆ)
�
s

N(XÆ)

N(X)
� rÆ

r
: (4.5)

For this study, the reference point chosen was rÆ = 1:1848 and XÆ = 20, the �nal
values used in the analysis. The radius of 1:1848 degrees corresponds to the same
area as a square bin with 2:1 degree sides.2

The relative Q values versus bin size for various Nfit cuts are shown in Fig-
ure 4.4. The e�ect of an Nfit cut improving the angular resolution can be seen

2Clearly the precision of this study doesn't warrant so many signi�cant �gures. The value
was chosen for comparison to other collaborators using square bins with 2:1 degree sides. A
value of r = 1:2 degrees would be more appropriate, and the value will be referred to elsewhere
as 1:2 degrees.
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Figure 4.4: Relative Q versus bin radius for various Nfit cuts. The Q is relative
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in the �nal source analysis.

in the decrease of the optimal bin radius, represented as the peak in the relative
Q curve, for a harder cut. Since the variations in the relative Q are small for
0 � Nfit � 50, the value of 20 was chosen. This eliminates the showers with
the poorest reconstruction, while erring on the side of caution as a signi�cant
decrease in expected signi�cance can be seen for large Nfit cuts. From the curve
corresponding to only events having Nfit � 20, the optimal bin size is 1:1848 de-
grees radius. The expected signi�cance is optimized using these values, although
the maximum is suÆciently 
at in these parameters that exact values are not
important. These values keep �46% of the signal events.

As described earlier a cut keeping events with the parameter, X2 � 2:5, is
applied to the data to perform background rejection. All told �23% of the signal
events are expected to remain in the optimal bin after these cuts. Another cut
keeping events with zenith angle, �, less than 45 degrees is also applied to the data.
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This is done because the angular resolution of the detector degrades signi�cantly
at higher zenith angles and because no e�ective areas were determined for showers
beyond this zenith angle value. Since each source traverses a di�erent path in local
coordinates, it is diÆcult to quantify the fraction of signal events excluded by this
cut. Overall this cut keeps �94% of the reconstructed events with X2 � 2:5 and
Nfit � 20. The optimal bin size study was performed using only events passing
both the X2 and zenith angle cuts.

4.2 Background Determination Technique

Any search for gamma-ray emission from TeV point sources is made diÆcult
by the large number of background events coming from isotropic cosmic rays.
In light of this one must take great care in selecting a method to estimate the
number of background events coming from the direction of a possible source. This
is due to the fact that emission from a source would appear as a relatively small
excess of events above the background coming from the direction of the source.
If one errs in the estimation of the background, it could result in the spurious
appearance of a signal, or the washing out of any real signal. Many estimation
techniques are typically plagued by a lack of a reasonable method to account for
the strong dependence of detection eÆciency in local coordinates, as well as any
time variations in the overall event rate. A good background estimation technique
would thus utilize information from the same regions in the local sky, as well as
have a built in method to account for changes in the overall event rate. Such a
technique is presented in (Alexandreas et al., 1993), which estimates the expected
number of background events utilizing the actual data, and shall be referred to as
\time sloshing."

4.2.1 Time Sloshing

Time sloshing is built on the assumption that any signal is at most a minor
perturbation of the overall event distribution and works as follows. The right
ascension, declination, and time for all reconstructed events passing the data cuts
are stored in a bu�er that spans 2 hours of data. For each event in the bu�er, one
creates multiple simulated events by utilizing the time of other events taken at
random from this bu�er. A simulated event is generated by calculating a new value
for the right ascension by shifting the right ascension (15 degrees/hour) of each
real event by the time di�erence between that event and one chosen at random
from the bu�er. The declination of the simulated event remains unchanged. By
using events in the same declination band as the the source bin, one can ensure
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that regions of the sky used to determine the background level traverse the same
regions in local coordinates as the source bin. Further, this method ensures that
the event's local zenith and azimuth angles are kept �xed, as only the time is
changed. Clearly events that are not in the source bin, those with the same
declination but di�erent RA, traverse the same point in the sky at di�erent times.
However this should not be problematic as this method recognizes that while the
overall event rate may vary, the dependence of the detection eÆciency on local
angles tends not to vary over short periods of time. Time sloshing clearly accounts
for variations in the event rate, including interruptions in data collection, because
the background events have the same time distribution as the real events. By
using times from at least 10 \fake" events per real event the statistical error on
the background can be kept suÆciently small. For this study 15 \fake" events per
real event were chosen. By generating 15 fake events per real event the number
of events in the background bin is naturally 15 times too large. Clearly then the
expected number of background events, NB is:

NB =
Nslosh

15
; (4.6)

where Nslosh is the number of events in the background bin.

4.2.2 Source Contamination

Unfortunately due to computational diÆculties, events from the source bin are
used to estimate the background level. If a weak signal is present, this results in a
slight overestimate of the true background, ultimately leading to an underestimate
of the signal strength. While a small e�ect, a correction can be made to account for
this problem. The logic of this correction is as follows: Any simulated background
event initially drawn from a certain area of the 2 hour bu�er can fall into the signal
bin. This area is a rectangle of length 30 degrees (2hrs� 15degrees=hour) in the
RA direction and width twice the radius in degrees, r, of the signal bin (�r) in
the declination direction. The total area is A1 = 30� 2� r. The true number of
background events expected, NBcorr, should exclude events initially drawn from
within the signal bin which has area, AS = �r2. Thus only events in the bu�er
from an area, ABG = A1�AS = 30�2�r��r2, should be used in the background
estimation. Therefore, the expected number of background events calculated by
time sloshing can be written as:

NB =
ABG �NBcorr + AS �Non

A1

=
ABG �NBcorr + AS �Non

(ABG + AS)
; (4.7)
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where Non is the number of events in the signal bin. Rearranging Eq. 4.7, yields
the equation for the true number of background events expected:

NBcorr =
(30� 2� r �NB � �r2 �Non)

(30� 2� r � �r2)
: (4.8)

By changing the variables to an excess, �, where � = Non � NB, the corrected
excess, �corr, is:

�corr = Non �NBcorr =
60

60� �r
�� = 1:066�� : (4.9)

Clearly this correction will increase the value of an excess, increase the magnitude
of a de�cit, and do nothing in the case of no excess.

4.3 Signi�cance Determination

After one has estimated the background and binned the data, one has a value
for the number of events in the bin centered on the source for both the signal and
background maps. Using these values one can then convert the excess or de�cit of
signal events over background events into a statistical signi�cance. This is done
using the method of Li and Ma (Li and Ma, 1983). This method states that the
signi�cance, S, is:

S =
p
2

s
Non ln

�
(1 + �)

�

Non

�

�
+Noff ln

�
(1 + �)

Noff

�

�
; (4.10)

where � = (Non+Noff ), and Noff is the number of events in the background bin
given by:

Noff =
NBcorr

�
: (4.11)

In both equations, � is the ratio of signal to background exposure. As stated earlier
the area from which the true background is drawn is ABG = 30�2� r��r2. The
signal is from an area, AS = �r2. Therefore � is:3

� =
�r2

(30� 2� r � �r2)
=

�r

(60� �r)
= 0:06614 : (4.12)

This method of calculating the signi�cance of an observed excess is based on the
method of maximum likelihood ratio test and generates signi�cance distributions

3As can be seen, � appears in Eq. 4.9 as well.
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that are more consistent with Gaussian probabilities than signi�cance equations
derived from Poisson statistics. This equation is valid as long as the number of
signal and background events are not too small (i.e. N > 10). Although this
method is more correct, in this study it yields approximately the same results as
when the signi�cance, S, is determined by:

S =
�corrq

�2Non
+ �2off

=
�corrp

Non + � NBcorr

: (4.13)

4.4 Flux Determination and Upper Limits

4.4.1 Flux Value

After a source has been detected with high statistical signi�cance, it is then
possible to use the measured excess to determine an average 
ux from that source.
The integral 
ux is the average number of photons arriving from a source per unit
area per unit time, and is given by the equation:

I =

Z Ec

Et

dN

dE
dE ; (4.14)

where Et is some threshold energy, Ec is some cuto� energy and
dN
dE

is the di�eren-
tial gamma-ray 
ux. The di�erential gamma-ray 
ux is de�ned as the number of
particles from a source striking a given surface per unit energy per unit area per
unit time. Since sources in very high energy astrophysics typically have a power
law spectrum, this is often expressed as:

dN

dE
= Io

�
E

Eo

���
; (4.15)

where Io is the di�erential 
ux normalization, EÆ is the energy at which the 
ux
is normalized, and � is the spectral index of the source, which is assumed to be
constant over the period of the search. Using the measured excess of events,4 �,
it is possible to calculate IÆ, since

� =

Z Ec

Et

Z tstop

tstart

dN

dE
Aeff(E; �(t)) dt dE : (4.16)

4From this point on � refers to the number of excess events corrected for signal contamination
in the background estimation, formerly referred to as �corr
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Substituting Eq. 4.15 into Eq. 4.16, yields:

� =

Z Ec

Et

Z tstop

tstart

Io

�
E

Eo

���
Aeff(E; �(t)) dt dE : (4.17)

The e�ective area was calculated in bins of both energy and zenith angle, �, such
that for every 5 degree bin in �, from 0 to 45 degrees, the e�ective area is calculated
for 31 bins of energy. Further, the time in seconds that each observed source spent
at certain zenith angles is also calculated in 5 degree � bins. Thus the value of
Aeff is treated as a constant for some interval of theta or energy. Utilizing this
to pull the various terms out of the integrals, as well as that an integral can be
broken into parts and summed, Eq. 4.17, becomes:

� =
IÆ EÆ

(�� + 1)

8X
i=0

t(�i)
30X
j=0

Aeff(�i; Ej)

"�
Etj

EÆ

���+1
�
�
Ebj

EÆ

���+1#
; (4.18)

where t(�i) is the time that the source spent at zenith angles in the bin �i, and
Aeff(�i; Ej) is the e�ective area for the appropriate zenith angle bin �i and energy
bin bounded by Ebj and Etj . Clearly one can rearrange Eq. 4.18 to solve for the
di�erential 
ux normalization, IÆ. However, the value that is typically reported is
the integral 
ux, I, which after combining Equations 4.14 and 4.15 is given by:

I =

Z Ec

Et

Io

�
E

Eo

���
dE =

IÆ EÆ
�� + 1

"�
Ec

EÆ

���+1
�
�
Et

EÆ

���+1#
; (4.19)

where Et is the generally the median energy of observation, and Ec is the cuto�
energy which is assumed to be 100 TeV in this study.5 For the Crab Nebula the
integral 
ux is commonly reported with Et = 1 TeV.

4.4.2 Median Energy

The integral 
ux is often reported as using the integral above the median en-
ergy of observation, Emed. Further, the di�erential 
ux normalization is typically
normalized to this value. The purpose of using the median energy in the deter-
mination of these quantities is that it reduces the e�ects of the choice of spectral
index utilized. As the value of the spectral index is often assumed or not well de-
termined, this is important in ensuring that an accurate 
ux value is calculated.
Therefore, the method for determining the median energy must be discussed.

5This is essentially the same as no cuto�!
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Since each candidate position traverses a di�erent portion of the local sky, Emed

varies for individual sources. This is because the e�ective area of Milagro depends
strongly on zenith angle. In principle calculating Emed should be a simple process,
where gamma-showers would be simulated with the desired energy spectrum and
appropriate local angle distribution. The energy of successfully reconstructed
events, which pass the analysis cuts and fall into the source bin, could then be
placed in a histogram and the median calculated. However, the amount of time
required to simulate enough showers to have reasonable statistics for each source
is prohibitive. Therefore, an alternative, equivalent method is used.

Since the e�ective area as a function of zenith angle and energy (Aeff(E; �)),
as well as the desired energy spectrum (�) and appropriate zenith angle exposure
for an individual source (t(�)), is known, Eq. 4.18 can be utilized to calculate
Emed. This is because Emed is de�ned as the energy below which half of the excess
events, �, were detected. Using arbitrary values for IÆ and EÆ, if the energy
cut o� in Eq. 4.18 were reduced from the original value of 100 TeV, keeping
all the other quantities the same, the calculated excess would be reduced. This
is because the only thing that changed in the overall calculation is the energy
integral (sum), which is reduced. In this scenario, there exists a smaller cut o�
energy at which the energy integral is half the original value, resulting in half
the excess to be calculated. This cut o� energy is by de�nition Emed. Therefore,
the initial step in determining the median energy of observation for an individual
source is to calculate an excess using arbitrary values for IÆ and EÆ, with the
appropriate spectrum and zenith angle exposure, and a cut o� energy of 100
TeV. The next steps involve reducing only the cut o� energy until the resulting
excess calculated is half the original value. This cut o� energy is Emed. Clearly
this method only depends on the e�ective area, exposure, and assumed spectrum,
which is important since IÆ and EÆ have no bearing on Emed.

4.4.3 Upper Limit

Although a detection of high statistical signi�cance for a source is clearly
desirable, a non-detection can still yield something scienti�cally meaningful. For
the non-detection of a source, one can calculate an upper limit on the source 
ux.
This is the value that the source 
ux must have been less than, at some con�dence
level, in order for it to have not been detected. For this study any upper limit
will be quoted at the 90% con�dence level. The calculation of an upper limit is
similar to the 
ux calculation, except, one substitutes for � an upper limit, N90,
on the number of detected events in Eq. 4.18. Speci�cally, N90 is how large the
actual excess arriving from the source could be, at the 90% con�dence level, given
the excess that was measured. This value accounts for the possible statistical
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uctuations in the background level.
The value for N90 is calculated following the method of Helene(Helene, 1983).

Since the number of events in Milagro is large, this method will be employed
under the assumption that the number of photons detected from a source follows
a Gaussian distribution. This distribution is centered on the measured value for
the excess, �, and has � = ��, where �� is the statistical error on the measured
excess. As a negative number of events coming from a source is non-physical,
any measurement yielding such a value is the result of a statistical 
uctuation
in the background. Thus the only physically allowed result is where the number
of counts coming from a source is greater than zero. Therefore, there is an area
under the postulated Gaussian which represents the physically allowable space.
One can numerically calculate this area, and using this result determine what 90%
of that physically allowed area is. Once this value has been determined, one can
numerically calculate the x-ordinate that corresponds to having 90 percent of the
physically allowed area below it. This value is N90.

The method of determining N90 is illustrated for the case of � = �500 and
�� = 730 in Figure 4.5. In this example �24.7% of the area under the Gaussian is
above x = 0 and is considered the physically allowed space. The x-ordinate that
corresponds to having 90% of the physically allowed area, �97.5% of the total
area, below it is at x = � + 1:96��, leading to N90 = 935. Using N90 calculated
in this manner one can then rearrange Eq. 4.18 to determine the di�erential 
ux
normalization, and then use Eq. 4.19 to solve for the 90% con�dence limit on the
integral 
ux from that source.

4.5 The Data Set

4.5.1 Reconstructed Data History

The Milagro detector has been acquiring processed data since June 19, 1999.
While designed to operate nearly continuously, there have been several lengthy
interruptions in the data taking due to the Cerro Grande �re,6 a DAQ computer
breakdown, a tape library death, and several scheduled PMT repairs. Figure 4.6
shows the duty cycle of Milagro for the length of the data set analyzed, as well
as when these major interruptions occurred. The data set ends on January 28,
2002, for a total length of 955.29 days (2.62 years). During this time Milagro
was operational during 734.89 days, however some of the data from the detector
is 
awed for a variety of reasons. Examination of the experimental logbook, as

6The �re did not a�ect Milagro directly, but LANL required operation of the detector to be
ceased for the duration of the �re.
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Figure 4.5: Illustration to clarify N90 calculation. A Gaussian distribution of
excess events for which there is a de�cit of �500�730, which results in a value for
N90 = 935. The area under the curve above x = 0 corresponds to the physically
allowed space. The rightmost line represents the value for N90, below which 90%
of the physical area is contained.

well as a trial processing of the data enabled the identi�cation of this data which
accounts for a total of 18.70 days of operation. This data was removed from the
data set,7 leading to an e�ective uptime of 716.19 days (1.96 years) or �75%
duty cycle. Table 4.1 shows a breakdown of the time for Milagro operations. The
remaining downtime for Milagro is due to power outages, special data runs, and
upgrades. If one removes the time that Milagro was scheduled to be down for
PMT repairs, the operational and useful duty cycles for Milagro are �87% and
�85% respectively.

The rate at which the experiment has been running is not set to some pre-
determined optimal value, but rather set to a level which the data acquisition

7Some of the data may be usable for short term analysis, if needed. However, since these
runs represented a small fraction of the overall number of events, they were removed to ensure
the data quality.
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Figure 4.6: Figure showing the daily duty cycle (top), 30-day average duty cycle
(middle), and integrated duty cycle (bottom) for Milagro.

Category Days % of Total
Good Data 716.2 75.0
Bad Data 18.7 2.0

PMT Repairs 108.0 11.3
Cerro Grande Fire 12.1 1.3

Computer Fix 9.4 1.0
Tape Lib. Fix 5.1 0.5

Other 85.8 9.0

Table 4.1: Breakdown of Milagro operation.

system can handle. Initially the Milagro detector was only able to operate at a
trigger rate of �1 kHz due to this limitation. After signi�cant e�orts to upgrade
the data acquisition system, the experiment can currently handle a rate of �2
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kHz. Milagro has been running nearly continuously at this high rate, typically
ranging from 1500 to 2000 Hz, since January, 2000. Figure 4.7 shows the daily and
cumulative average rates of triggers and successfully processed data for Milagro
during this 2.62 year period. As can be seen there are signi�cant daily variations
generally due to experimental conditions at the site, as well as overall trends in
the event rate. However, on average the rates during this study are fairly stable.
The cumulative average rate of triggers, reconstructed events, and events passing
the data cuts8 during this study is 1385 Hz, 1229 Hz, and �90 Hz respectively. All
told the \good" data from this data set contains 8:57� 1010 events satisfying the
Milagro trigger condition. Of these events, 7:57 � 1010 were usable in that they
were successfully reconstructed and did not possess any errors in the reconstructed
parameters.

Figure 4.7: Figure showing the daily and cumulative average trigger rates (top)
and usable event rates (bottom) for Milagro.

8This value is an approximation utilizing the percentage of reconstructed events that pass
the data cuts (�7.3%).
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4.5.2 Algorithm Improvements

As the understanding of the detector has increased, the online event recon-
struction has undergone many changes. While many of these are relatively minor,
two of these have resulted in large increases in the detector's sensitivity. The
�rst, occurring on July 20, 2000, involved implementing the background rejection
algorithm online. As discussed earlier, Monte Carlo simulations indicate that the
use of this algorithm, a cut on X2, leads to an expected increase in sensitivity by
a factor of 1.6. A new core reconstruction algorithm and curvature correction,
implemented on December 15, 2000, constitutes the second major change. Monte
Carlo simulations show that this change should result in an additional increase
in sensitivity by a factor of 1.4. An additional change includes an improvement
in the PMT calibration of Milagro installed on June 7, 2001. While it is diÆcult
to quantify the e�ect of the calibration changes, due to a lack of an electronics
simulation, it is expected that they would both a�ect the hadron rejection and,
to a lesser extent, the angular reconstruction of Milagro. Any data processed
online before the implementation of any of these changes would not have the cor-
responding improvements. However as discussed in Chapter 4, raw data initially
reconstructed in the direction of the Crab Nebula exists. This includes all data
when the Crab was higher than a zenith angle of 45 degrees in the sky with a �t
declination within 10 degrees of the Crab. The existence of raw data allows for the
data to be re-reconstructed using the best algorithms and calibrations available.
The results of this reprocessing are used for the study of the Crab Nebula.

4.5.3 AGN Study Subset

Unfortunately, only limited raw data exists for events initially reconstructed in
the vicinity of the candidate AGN. This does not allow for the re-reconstruction
of the data for these sources using these improved techniques. Thus, the online
processed data must be used. A consequence of utilizing the online reconstructed
data for this study is that one must combine data processed with varying algo-
rithms possessing di�erent levels of sensitivity. Further, it will be shown later that
the use of the background rejection technique results in the detection of the Crab
Nebula with high signi�cance, whereas it is not found without this technique.
Therefore, the Milagro data set from July 20, 2000, when the X2 parameter be-
came a part of the online reconstruction, through January 28, 2002, is searched
for TeV emission from the candidate AGN. This time period includes the large

are of Mrk 421 in early 2001, as reported by HEGRA, Whipple, and the RXTE
all-sky monitor.

The subset of data for which the AGN were studied consists of 558:00 days
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(1:53 years) of data taking. During this time Milagro was operational for 506:75
days. After the 
awed data, as discussed previously, which represents 7.49 days
worth of exposure, is removed, the e�ective exposure is actually 499:26 days (1:37
years) and corresponds to an active duty cycle of 90%. This value is much higher
than that of the entire data set due to the installation of UPS crates to power
the electronics, which eliminated downtime due to brief power outages. Another
reason involves improvements in the pace and methods of PMT repairs. The total
down time for the scheduled PMT repairs totals 18.76 days, which amounts to
only �3.4% of the data interval compared to �11.3% previously. The operational
and useful duty cycle during times which the detector was scheduled for running
are �94% and �93% respectively. Figure 4.8 shows the duty cycle for Milagro
during this interval.

Figure 4.8: Figure showing the integrated duty cycle for the AGN study subset of
data, with (blue) and without (red) including the scheduled downtime for PMT
repairs.

Overall, the sample for which the AGN are studied consists of 6:288 � 1010
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events satisfying the Milagro trigger condition. Of these events, 5:616� 1010 are
usable in that they were successfully reconstructed and did not possess any errors
in the reconstructed parameters. From this, a total of 4:09 � 109 events pass
the data cuts and are analyzed. This corresponds to 7:3% of the usable events.
The daily and cumulative average rate of triggered, reconstructed, and analyzed
events during this interval can be seen in Figure 4.9. The cumulative average rate
of Milagro triggers, reconstructed events, and analyzed events during this interval
is 1458 Hz, 1302 Hz, and 94.8 Hz respectively. These rate averages are higher
than that of the overall sample, re
ecting the improvement in the DAQ system's
capabilities.

Figure 4.9: Figure showing the daily and cumulative average trigger rates (top),
�t event rate (middle), and rate of events passing the data cuts (bottom) for the
AGN study subset of data.
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4.5.4 Time Scales of Analysis

A search for appreciable excess in the direction of the Crab Nebula is performed
for the length of the entire data set (1.96 years of exposure). This search is
done utilizing the re-reconstructed Crab data until the online and reprocessing
analysis are equivalent, after which the online processed data is used. While a
detection of the Crab Nebula is of moderate scienti�c interest given that Milagro
utilizes a new technique for observing TeV gamma-ray sources, it would not be
revelation of a new source. Therefore, any observations of the Crab at TeV energies
would be a con�rmation of detections by a wide variety of generally more sensitive
instruments. While only con�rming previously accepted detections, studying the
Crab is of interest, because one can utilize the information from the detection
to ensure that Milagro is operating as expected. Further, it provides a direct
indication of the sensitivity of the detector to a steady TeV point source. Studies
of the Crab can also be useful to determine if Milagro is a reliable instrument.
For this reason, a short-term time scale analysis is performed for the Crab on
11 time scales of 1, 3, 5, 7, 10, 14, 21, 30, 50, 100, and 150 days. Since the
TeV 
ux from the Crab is constant with no observed 
aring behavior, this is not
done to search for 
ares from the Crab. Rather, if no 
aring behavior is observed
for the Crab Nebula on any of these timescales, one can safely assume that the
detector is behaving in a stable manner. After studies of the Crab have elucidated
that Milagro works, how sensitive the detector is, and that it operates in a stable
manner, one can then trust the instrument for use in the study of the candidate
AGN as well as in a search for as yet unidenti�ed TeV sources.

A search for appreciable excess from each of the 27 AGN is performed for the
length of the entire AGN data set (1.37 years), as well as for the 11 aforemen-
tioned timescales. The online reconstructed data is utilized for this search. As
mentioned previously, the �rst parts of the online reconstructed data do not uti-
lize the improved software algorithms or PMT calibration. Therefore this search
is initially less sensitive. As comparisons to observations of the Crab Nebula are
important, the use of online processed data rather than re-reconstructed data dic-
tated that the same studies be performed for the Crab over this data set as well.
An important di�erence in the analysis of the smaller time scales is that for the
Crab it is used to show that the detector is stable, where for the AGN the purpose
is to �nd 
aring behavior.

It is important to note that the large number of time scales analyzed is not
ideal. This is because the total number (11) represents a large oversampling in
time, which results in extra trials that need to be accounted for in the statistical
analysis of any excess found on a short-term time scale. It has been shown that
an ideal time scale search would be where the interval increased by a factor of �3
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(Biller, 1996). In this sense, a search of only 5 time scales, 1, 3, 10, 30, and 100 days
in length would have been most eÆcient. While this is not disputed, the expected
level of sensitivity for Milagro, as well as uncertainties surrounding the techniques
employed, dictated a more thorough analysis of the results. Therefore the time
was oversampled to ensure nothing unexpected occurred. Naturally, if some short-
term 
are had stood out, the ineÆcient number of time scales would reduce the
overall signi�cance of the �nding. This could in principal create a statistical
dilemma, however the oversampling does not change the general conclusions of
this study, and the results from the search on all 11 time scales are reported.
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Chapter 5

Results for the Crab Nebula

Having been observed with high signi�cance by many di�erent instruments in
the TeV energy range, the Crab Nebula has become the standard reference for
VHE gamma-ray astronomy. Emission from the Crab is characterized by a 
ux
that is constant in time and has been seen to energies beyond 20 TeV with no
evidence for a cut-o� in the source's power law spectrum. These qualities make it
a useful object to determine whether or not a new observatory works, whether its
operation is stable in time, how sensitive the instrument is, as well as an indicator
for how well the analysis techniques perform. This chapter shows that Milagro
has successfully observed TeV emission from the Crab Nebula, that the detector
operates in a stable manner, and that the choice of analysis techniques, cuts
and bin size are reasonable. The sensitivity of the instrument is also indicated.
The 
ux of TeV photons above 1 TeV from the direction of the Crab Nebula is
determined, compared to the results from other instruments, and any discrepancies
explained in this chapter as well.

5.1 Overall Results

Milagro has successfully observed TeV gamma-ray emission from the Crab
Nebula during the duration of the data set analyzed. As discussed previously this
encompasses 2.62 years worth of mostly re-reconstructed data with a duty cycle
of �75% corresponding to 1:96 years of actual exposure. During this interval,
Non = 1; 640; 210 events were observed in the bin centered on the position of the
Crab Nebula. Given an Non value of this size, the corrected number of background
events expected from the time sloshing technique is NBcorr = 1; 634; 036. This
corresponds to an excess of 6174 � 1322 events, or a signi�cance calculated by
Eq. 4.10 of 4:7�. Figure 5.1 shows a sky map of observed signi�cance for the region
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surrounding the Crab Nebula. The size of the angular bin used, a circle with a
radius of 1.2 degrees, is shown on the map for the bin centered on the position
of the Crab. As the signi�cances on this map are calculated on a 0:05 � 0:05
degree grid, neighboring bins are highly correlated. Therefore, this image does
not represent the actual distribution of events on the sky, but rather shows the
e�ects of the �nite resolution of the Milagro detector.1 As can be seen the choice
of bin size is reasonable since the \spot" falls within the source bin shown on
the plot. Further, the point of maximum signi�cance, 5:7�, is reasonably close to
the position of the Crab (�0.3 degrees \southwest" on the plot). One does not
expect the point of maximum signi�cance to be at the true position of a source
due to statistical 
uctuations and resolution e�ects. The observations that the
spot falls within the source bin and that the point of maximum signi�cance is
reasonably close to the source position, allows for the reasonable assumption that
the observed excess is from the Crab Nebula.

The calculated signi�cance implies a sensitivity to a source given by the fol-
lowing equation:

�exp = �obs �
r

texp
ttotal

; (5.1)

where �exp is the signi�cance expected for the chosen time interval of texp, and �obs
is the observed signi�cance for the total time interval ttotal. Since �obs = 4:7 for
ttotal = 1:96 years for the Crab Nebula, this implies a sensitivity of 3:4� per ideal
year of exposure. However, the actual value expected for a year of observation
will be slightly less than this as the duty cycle for Milagro currently is � 95%.

5.2 Time Scale Analysis

While it is well known that the TeV 
ux from the Crab Nebula is constant
in time, a time scale analysis of the excess events detected by Milagro from the
direction of the Crab Nebula is performed. This study is not undertaken with
the hypothesis that the TeV 
ux from the Crab Nebula actually varies in time.
Instead, the purpose is to show that the detected excess of events from the Crab is
accumulated in a manner that is consistent with being constant in time. While this
would not reveal anything unknown about the TeV 
ux from the Crab, it would
allow for the assertion that Milagro has operated in a stable manner with constant
sensitivity over the entirety of the data set. As this has important rami�cations

1The angular extent of the Crab is such that it can be considered a point source given the
resolution of Milagro.
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Figure 5.1: Sky map of observed signi�cance for the region centered on the Crab
Nebula for the time period from June 19, 1999, to January 29, 2002. Neighboring
points are highly correlated due to overlapping bins. The circle represents the bin
size used for the analysis and is centered on the position of the Crab Nebula. The
signi�cance at the position of the Crab Nebula is 4:7�.
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in any search for TeV gamma-ray emission from known or unknown sources with
Milagro, a time scale analysis of the Crab signal is therefore warranted.

Utilizing the actual daily exposure of Milagro along with the expected sig-
ni�cance for that cumulative exposure given by Eq. 5.1, one can view how the
signi�cance was accumulated versus what is expected for a constant signal. This
is shown in Figure 5.2. As this is a plot of cumulative signi�cance, neighboring
points are highly correlated. Further, the expected signi�cance is approximated.
This is because only the total exposure for each particular day is considered, where
the actual position in the sky of the Crab is ignored. Given that the e�ective area
for Milagro depends heavily on zenith angle, as well as the presence of a zenith
angle cut in the data, this is problematic for short time scale evaluations. While
the expected signi�cance is only an approximation, the value should be reason-
ably accurate after a few accumulated days since the zenith angle e�ects of down
time would eventually average out. Although somewhat biased by correlation ef-
fects, clearly there are a larger number of points observed above the signi�cance
expected from the �nal excess, than those that are below expectation. This may
indicate that the �nal signi�cance quoted may in fact be low by a few tenths of a
sigma due to statistical 
uctuations. Outside of this systematic trend, which is a
very minor e�ect, the data are statistically consistent with expectations for a con-
stant signal. Therefore, the assumption can be made that Milagro has operated
in a stable manner for the duration of the data set.

Due to the previously mentioned systematic trend, as well as the importance
of showing that Milagro operates in a stable manner, a more thorough analysis is
warranted to determine if the signal was acquired at a rate consistent with being
constant. Therefore the time variance of the Crab signal is analyzed utilizing two
methods, which shall be referred to as the \maximum deviation method" and the
\all possibility method." Each of these methods analyzes the emission from the
Crab Nebula on smaller time scales than the whole and determines whether or
not emission on these smaller time scales signi�cantly deviates from a constant
level over time. If no signi�cant variations are observed, then it can be assumed
that the detector is operating in a stable manner. This in turn would indicate
that the sensitivity of Milagro is unchanging in time.2

For each method, the excess events from a particular source are binned on
various time scales. A bin is generated for the appropriate time period beginning
on each day during the data set. Since the time scales range from 1 day to
150 days in length, neighboring bins are correlated with the exception of the 1

2Due to the evolution of analysis techniques this is not in fact true. However, the data utilized
to analyze the Crab was consistently reconstructed with the same, best-available algorithms.
Therefore, this statement can be made.
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Figure 5.2: This �gure shows how the signi�cance observed for the bin centered on
the Crab Nebula accumulated versus time. Also shown is what would be expected
for a constant signal given the sensitivity implied by this observation and the true
exposure of each date. Neighboring points are highly correlated.
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day time scale. Therefore a set of independent bins must be decided upon for
interpretation. For a time scale of N days, there are N di�erent choices, with no
a priori reason to believe that any one is more characteristic of the behavior of
the detector than another. If only one particular choice is analyzed, it might miss
signi�cant variations which straddle two bins. Thus, 2 methods were chosen to
analyze the short-term information. While each method possesses strengths and
weaknesses, if both yield consistent results, then it is assured that the time scale
analysis can be trusted.

The �rst method simply identi�es the bins which are maximally deviant in
signi�cance, in both increasing and decreasing directions, from what is expected
for each time scale and then performs a statistical interpretation of these points.
Therefore this method simply chooses the scenario in which one is most likely to
conclude that there was a singular variation over time in a given interval. If no
signi�cant deviations are found, then it can be assumed that the excess of events
was accumulated in a manner that is consistent with being constant in time. This
method is the maximum deviation method. Although useful for setting a limit
on the level of 
uctuations, this method only analyzes the largest 
uctuations
and is not indicative of the average behavior of the detector. Therefore another
method, the all possibility method, of analyzing the time variance of the signal
is performed. This method analyzes each possible set of independent bins to
determine how consistent that set, as a whole, is with being constant. The set of
independent bins with the most average behavior is then identi�ed from all the
possibilities on a particular time scale. The results from this set are then chosen
for use in interpretation of whether or not the signal was accumulated in a manner
that is consistent with being constant. If the results from all time scales are shown
to be consistent with being constant, then the assumption can be made that there
were no statistically signi�cant time variations in the acquired excess.

5.2.1 Maximum Deviation Method

The time bins which deviate from the expected signi�cance for a particular
time scale by the largest amount in both the increasing and decreasing directions
are identi�ed for all 11 timescales from 1 to 150 days. After the bins of maximum
and minimum signi�cance are found for each time scale, analysis is performed to
determine if the variation from expectation is statistically signi�cant. A plot of
rolling signi�cance allows for the identi�cation of the appropriate time bin with
the maximum deviation from the expected level. In such a plot, the signi�cance
of the number of excess events detected is calculated for the appropriate time bin
beginning on the date of the point. Neighboring points for the time scales longer
than 1 day are highly correlated. Figure 5.3 shows the rolling signi�cance for the
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bin centered on the Crab Nebula for the 10, 30 and 100-day time scales. Plots of
the rolling signi�cance for the 8 remaining time scales are in Appendix A.

Utilizing information from these plots to determine the stability of the signal
from the Crab versus time can be diÆcult due to the aforementioned correlations.
Although the bin of maximum deviation is at some signi�cance level, one must
take into account that a large number of bins were examined, increasing the
likelihood that a more extreme deviation would be found. The minimum number
of bins that must be accounted for is the number of independent bins of the same
length in time that are allowed over the whole data set. For example, a 1000 day
data set can have up to 11 independent 100 day bins, where the bin of maximum
deviation would only represent one of those. However, the minimum number of
independent bins only represents the lower limit on the number of bins (trials)
that must be accounted for. In actuality, the number of trials is higher than this
value because of the correlated bins that were examined. Unfortunately, the exact
number of trials is diÆcult to determine. Therefore, the bin of maximum deviation
is only corrected for the minimum number of independent bins. To perform this
correction, the probability that the maximum observed deviation would be found
in a sample of some number of independent observations, assuming a Gaussian
distribution of probabilities, is calculated. The signi�cance of this probability is
an upper limit on the statistical signi�cance of the most extreme 
uctuation, and
the actual statistical signi�cance will be smaller.

Table 5.1 shows the maximum signi�cance of excess events found in any time
bin for all 11 analyzed time scales, as well as the ideal expected signi�cance for
that time scale given the �nal result from Eq. 5.1,3 and the signi�cance of the
deviation from this expected value. Also shown is the number of independent
time bins possible, which represents the lower limit on the number of trials, and
the signi�cance of the deviation after accounting for the minimum number of
trials. As mentioned previously this is the upper limit on the trials corrected
signi�cance of the deviation.

As can be seen in Table 5.1, none of the time bins with the most extreme
deviation in increasing signi�cance from that which is expected for a constant
signal are statistically signi�cant after accounting for the minimum number of
trials. Even the most extreme case, an upper limit of 2:1� for the 5-day time
scale, is not signi�cant. The signi�cance of this upper limit is further reduced
because the number of time scales analyzed needs to be accounted for. Since 11
timescales were analyzed, the probability that a 2:1� e�ect would be found given
11 attempts needs to be determined. This signi�cance is only 0:9�. Even if a

3As the exposure during any interval varies, this is only an approximation, and is in fact
slightly overestimated due to the duty cycle of Milagro (typically �95%).
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Figure 5.3: This �gure shows the rolling signi�cance of the excess found at the
position of the Crab Nebula for the 10, 30, and 100-day time scales. Entries
are plotted according to the �rst day of the interval. Neighboring points are
correlated.
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Time Scale � � � No. of Corrected �
(Days) Obs. Exp. of Deviation Ind. Bins of Deviation
150 3.7 2.1 1.6 7 0.4
100 3.7 1.8 1.9 10 0.7
50 3.5 1.2 2.3 19 0.9
30 3.8 1.0 2.9 31 1.6
21 4.1 0.8 3.2 44 1.9
14 3.8 0.7 3.1 64 1.6
10 3.7 0.6 3.2 89 1.5
7 3.6 0.5 3.1 126 1.3
5 4.1 0.4 3.7 175 2.1
3 3.6 0.3 3.3 286 1.1
1 3.3 0.2 3.2 770 0.1

Table 5.1: Signi�cance of the maximum deviation from the expectation in the
direction of increasing signi�cance for various time scales. Apparent mathematical
discrepancies are due to rounding. The corrected � of deviation represents the
upper limit on the signi�cance of the deviation. The actual statistical signi�cance
is smaller.

method were employed to reduce the oversampling in time to a more ideal value
as discussed in Chapter 4 (Biller, 1996), i.e. use 1, 3, 10, 30 and 100-day bins
only, the upper limit on the signi�cance of the most extreme case found on these
5 time scales, 1:6� for the 30-day time scale, would only be 0:6� upper limit after
accounting for the 5 time scales. Therefore, this method shows that no extreme
deviations from what is expected for a constant signal occurred in the temporal
accumulation of excess events from the Crab Nebula.

Table 5.2 shows the same results with the exception that the analysis is per-
formed on the minimum signi�cance found for any time bin in all 11 analyzed
time scales. While the results appear to be more extreme, the maximum devi-
ation method is 
awed in this case. The upper limit on the signi�cance of the
most extreme case, that of the 10-day time scale, is 3:1�. After accounting for
the 11 time scales, this is actually a 2:3� e�ect. If the number of time scales
(oversampling in time) were reduced by only analyzing the 5 previously discussed,
this is still the most extreme e�ect, which after accounting for the 5 time scales is
2:6�. While not a con�rmation of variation in the detected excess, this probability
merits further investigation. As it turns out, the maximum deviation method is

awed in the case of analyzing the bin of minimum signi�cance. This is primar-
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ily due to detector down time. For example, the detector may have only been
operational for a few hours during a 10 day time period. This causes a problem
because the signi�cance that one would expect over a few hours is essentially none.
Therefore, the deviation from expectation is overestimated. This is the case: the
bin of minimum signi�cance found for almost all of the time scales is exactly the
same and occurs on the date before the 3rd tube repair. The exposure during
this time bin is only a few hours, before a break of �10 days. Thus the smallest
time scales have the exact same results for minimum signi�cance. In fact all of
the bins of minimum signi�cance have less than 50% exposure, allowing for an
overestimate of the expected signi�cance. Unfortunately, removing all of the bins
with low exposures is diÆcult. Thus, utilizing the maximum deviation technique
in the case of minimum signi�cance is 
awed and a poor indication of the stability
of the sensitivity of Milagro.

Time Scale � � � No. of Corrected �
(Days) Obs. Exp. of Deviation Ind. Bins of Deviation
150 -0.2 2.1 2.3 7 1.4
100 -0.6 1.8 2.4 10 1.4
50 -1.4 1.2 2.7 20 1.4
30 -1.8 1.0 2.8 31 1.4
21 -2.0 0.8 2.8 43 1.3
14 -2.7 0.7 3.3 64 1.9
10 -3.7 0.6 4.3 89 3.1
7 -3.2 0.5 3.7 126 2.1
5 -3.2 0.4 3.6 175 1.9
3 -3.2 0.3 3.5 286 1.5
1 -3.2 0.2 3.4 770 0.7

Table 5.2: Signi�cances of the maximum deviation from the expectation in the
direction of decreasing signi�cance for various time scales. Apparent mathematical
discrepancies are due to rounding. The corrected � of deviation represents the
upper limit on the signi�cance of the deviation. The actual statistical signi�cance
is smaller.

No statistically signi�cant variations were found in the most extreme cases
of short time scale bins of excess events. Therefore, the limit on the level of

uctuations in the excess found by this method demonstrates that it is safe to
assume that Milagro has behaved in a stable manner. While this method does
not explore the average behavior of the detector, no particular bin truly stood
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out. Therefore, even if one had chosen the maximally deviant bin for use in the
evaluation of the stability, one would have been led to the conclusion that the
excess was accumulated in a manner that was consistent with being constant.

5.2.2 All Possibility Method

This method examines the fractional excess detected by Milagro binned on
various time scales. As mentioned previously, for a given time scale there are
a number of independent ways to bin the data. In this method each variation
of independent bins of the fractional excess versus time is examined. The data
for the given variation are �t to a constant, and the �2 from the �t is found.
Using this value, along with the number of degrees of freedom in the �t, the
probability (P) that, if the experiment were repeated, a single measured value
of �2 would be greater than the one determined, is calculated. A distribution of
the probability values is then generated for a particular time scale from the �ts
to all the possible variations of independent bins. Figure 5.4 shows the resulting
probability distributions generated for the 9 largest time scales.

The distributions shown in Figure 5.4 are reasonable, with no major deviations
occurring. As this is the case, the median probability is therefore a useful indicator
of how consistent the temporal distribution of the excess, on average, is with being
constant. Thus, the median probability is determined for each time scale and used
to evaluate any possible variations in the detector's sensitivity. Table 5.3 shows
the median probability and corresponding reduced �2 resulting from a �t of the
fractional excess versus time to a constant for all possible variations of independent
bins on the 11 time scales.

As can be seen from Table 5.3 the median probability values resulting from
�2 �ts to the fractional excess versus time are consistent with being constant for
the longer time scales (�30 days). The �ts on shorter time scales become less
consistent with being constant as the time scale is decreased. While undesirable,
this is reasonable since the disagreement is generally not large and a number
of e�ects can contribute to short term changes in sensitivity. These include a
variable number of dead PMTs in the detector, re
ectivity changes at detector
surfaces due to variations in environmental conditions (e.g a thin sheet of ice or
large air bubbles under the cover), changes in the amount of overburden (water
on the cover), and dramatic short term changes in the the trigger rate shown in
Figure 4.7. A more thorough analysis which incorporates these e�ects, as well
as other possible contributions, would be required to demonstrate that the short
term sensitivity of Milagro behaves in a reasonable manner. As the focus of
the results presented in this thesis is for time scales of at least 150 days, this
analysis is not performed. Therefore the all possibility method shows that the
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Figure 5.4: This �gure shows the distribution of probability values calculated
from the �2 resulting from �ts to all the possible sets of independent bins of the
fractional excess versus time from the Crab Nebula. The distributions are for the
9 largest time scales analyzed.
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Time Scale Reduced Degrees of Median Median Fit
(Days) �2 Freedom Probability Excess Value
150 0.76 6 0.60 0.00402�0.00073
100 0.92 10 0.52 0.00421�0.00079
50 1.03 17 0.42 0.00384�0.00086
30 1.06 29 0.38 0.00402�0.00086
21 1.17 42 0.21 0.00414�0.00090
14 1.12 62 0.24 0.00401�0.00089
10 1.14 86 0.18 0.00406�0.00089
7 1.20 122 0.08 0.00399�0.00092
5 1.17 169 0.07 0.00388�0.00091
3 1.12 272 0.08 0.00375�0.00089
1 1.10 769 0.02 0.00337�0.00088

Table 5.3: Table showing the median probability and the corresponding reduced
�2 resulting from �ts to all possible sets of independent bins of the fractional
excess versus time for 11 di�erent time scales.

signal from the Crab Nebula was accumulated in a manner that is consistent with
being constant in time for the relevant time intervals. To further illustrate this,
Figure 5.5 shows the fractional excess versus time for the 30-day time scale. The
choice of independent bins is the one which corresponds to the median probability.
Also shown in the plot is the �t constant. As can be seen there are no points which
vary dramatically from the �t constant, as expected from the reported �2 value.
Plots of the fractional excess versus time for the remaining 10 time scales are
found in Appendix A.

The maximum deviation method, the all possibility method, and analysis of the
cumulative signi�cance versus time, all indicate that the temporal behavior of the
observed excess of events from the direction of the Crab Nebula is consistent with
being constant in time (at least for time scales �30 days). Thus, the statement
that the detector has behaved in a stable manner can be made. As this is expected,
it shows that Milagro is a reliable instrument for use in the search for TeV gamma-
ray emission.

5.3 Detailed Analysis

While the optimal values for the data cuts and bin size used in the analysis
are determined a priori, the use of the Crab as a indication of how the detec-
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Figure 5.5: This �gure shows the fractional excess versus time from the Crab
Nebula for the 30-day time scale. The choice of independent bins is the one which
corresponds to the median probability. The dashed line represents the constant
that was �t to this set of bins.
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tor performs begs the question of whether these values were determined properly.
Therefore, an analysis of the behavior of the excess detected from the Crab Neb-
ula versus X2 cut, bin size, Nfit cut, and zenith angle is performed.4 Should
the excess behave as expected, it will further demonstrate that Milagro can pro-
vide scienti�cally meaningful results from the Crab Nebula as well as from other
sources.

5.3.1 Performance of Background Rejection Technique

As the detection of any source at TeV energies relies heavily on the ability
to reject the more numerous cosmic ray background events, an evaluation of how
the background rejection technique, the X2 cut, performs is merited. This is
especially important as signi�cant variations are seen in the percentage of data
events passing the X2 cut at high X2 values when compared to predictions from
the Monte Carlo simulations. Since the X2 cut is not completely understood in
the Monte Carlo simulations, the �rst question to be addressed is what happens
to the Crab signal without utilizing it.

Without the X2 cut, 13,703,349 events are found in the bin centered on the
Crab, yielding an excess above the expected background level, corrected for signal
contamination, of 3268 � 3822 events or 0.9 sigma. Therefore, Milagro has not
detected emission from the Crab Nebula without use of the background detection
technique. Although this is not entirely unexpected, it does indicate some prob-
lems with the understanding of the Crab signal. As can be seen the number of
excess events is actually smaller than the 6174�1322 found with the X2 cut. The
X2 cut chosen should reduce the number of excess events by a factor of �2, not
increase it. Further, this means that the Q value found for the X2 cut is 5:5

+1
�3:2

whereas a value of 1.6 is expected. Although the disagreement with expectations
is not severe (1:2�), it is clear that the performance of the background rejection
parameter is not completely explained by the Monte Carlo simulations. Given
this, an exploration of how the observed Crab signal behaves as the X2 cut is
varied was undertaken. Figure 5.6 shows the observed excess of events in the bin
centered on the Crab Nebula versus the X2 cut utilized. As a cut of some value
retains all the same events passing a cut of a higher value, neighboring points are
correlated. Also shown in Figure 5.6 is the number of excess events predicted by
Monte Carlo simulations. The predicted value is normalized in such a way that
the prediction at a cut of X2 � 2:5 is what was measured. Therefore all expecta-
tions are relative to this value. As can be seen in the �gure the number of excess
events detected from the Crab is low compared to predictions for small values of

4A similar analysis is performed on the signal detected from Mrk 421 in Appendix C.
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the X2 cut, while in agreement for the higher values of the cut. It should be noted
that there are relatively poor statistics for the predictions at higher X2 values.
Thus some modest disagreement may be expected in this regime. Further, the
large error bars on the points with the low X2 values as well as the correlations
may make the disagreement in the plot appear worse than actual.

Figure 5.7 shows the signi�cance observed from the Crab Nebula versus the
X2 cut utilized. Also shown is that which would be predicted given the expected
Q-value from Monte Carlo simulations. Again the expectations are normalized in
such a manner that the value measured at X2 � 2:5 is exactly correct. Clearly
the predictions don't match the measured values well. At high X2 values this
is likely a result of poor statistics in the simulation, but for the low values the
e�ect is currently unexplained. Therefore, the statement can be made that the
background rejection technique works, but is not well simulated. However, as only
one source is utilized to make this statement, no clear conclusions can be drawn
as to why this occurs.

5.3.2 Performance Versus Bin Size

Given that the Monte Carlo simulations of the performance of the X2 cut
do not match well, exploration of how the Crab signal behaves for other cuts is
undertaken. Shown in Figure 5.8 is the excess events observed from the Crab
Nebula versus bin size. As a bin of smaller radius is completely contained by a
bin of larger radius, neighboring points are correlated. The solid line in Figure 5.8
is the predicted number of excess events. This value is determined using the
percentage of events that should fall within the source bin, given the chosen data
cuts, according to Monte Carlo simulations. The curve is normalized in a manner
that the value measured at the bin size, r = 1:1848Æ, is exactly what is predicted.
As can be seen there is agreement with the prediction from simulations. Therefore
the conclusion can be drawn that the Monte Carlo simulations predict the angular
resolution of the detector reasonably.

Figure 5.9 shows the observed signi�cance of the Crab Nebula versus bin size
with and without the X2 cut. Also shown are the Monte Carlo predictions nor-
malized so that they agree with with the measurement at the bin size used for the
analysis. It should be noted that the dependence on bin size of the signi�cance
without the X2 cut is di�erent than the dependence with it. This is because the
average angular resolution of showers not passing the X2 cut is slightly better.
This does yield a di�erent optimal bin size, but the overall di�erence is not large.
While the predictions from Monte Carlo simulations match the measured values
when the X2 cut is applied, they match poorly in the absence of an X2 cut. This
may indicate that some anomalous behavior is occurring with the Crab signal
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Figure 5.6: Plot of the excess events observed in the bin centered on the true
position of the Crab Nebula versus X2 cut. Neighboring points are correlated.
The solid line represents the expected behavior from the Monte Carlo simulation
normalized to the value of the excess measured with a cut keeping only events
with X2 � 2:5.
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Figure 5.7: Plot of the signi�cance observed in the bin centered on the true
position of the Crab Nebula versus X2 cut. Neighboring points are correlated.
The solid line represents the predicted behavior from Monte Carlo simulation
normalized to the value measured at X2 � 2:5.
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Figure 5.8: Plot of the excess events observed in the bin centered on the position
of the Crab Nebula versus bin size. Neighboring points are correlated. The solid
line represents the expectations from Monte Carlo simulation normalized to agree
with the results at the bin radius used in the analysis, r = 1:1848Æ. The dashed
line represents the expectations from Monte Carlo simulations, also normalized to
agree with the results at r = 1:1848Æ, if the angular resolution was systematically
degraded by 20% from the original prediction (explained later in this subsection).
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when no cut is applied, although more source detections need to be examined to
make a �rm conclusion regarding this.

Although the bin size dependence of the actual number of excess events re-
tained, as well as the signi�cance observed from the Crab Nebula, is in statistical
agreement with what is predicted from Monte Carlo simulations, a minor system-
atic trend is observed. It is clear from Figure 5.8 that at small bin size values
the number of excess events observed is low compared to predictions. Further, at
higher values for the bin size the number of excess events observed is consistently
high compared to predictions. While this e�ect is overstated by the correlations
in the plot, it is suggestive that the actual resolution of the detector may in fact
be underestimated. If this were the case the optimal bin size would be larger than
the simulations indicated, which would result in a larger excess and signi�cance to
be found for the Crab. A worse angular resolution would also change the shape of
the predicted curves. The dashed line in Figure 5.8 shows the predicted curve that
results if the di�erence in true direction and reconstructed direction, �angle, were
made 20% worse for every reconstructed event in the Monte Carlo simulations (a
simple approximation which degrades the angular resolution). This curve is also
normalized in a manner such that it agrees with the measured value at r=1.1848Æ.
While the original predicted curve is in statistical agreement with what is mea-
sured, the curve which represents the prediction with a worse angular resolution
matches the measured values even better. Therefore there is motivation for the
statement that the Monte Carlo simulations predict the angular resolution to be
too good.5 As will be discussed in Section 5.5.3, this can have an e�ect on the
value determined for the 
ux from the source.

5.3.3 Performance Versus Nfit Cut

Figure 5.10 shows the detected signi�cance from the Crab Nebula versus Nfit

cut for various bin sizes. Since a high Nfit cut improves the angular resolution of
the detector, the optimal bin size is smaller at larger values. For almost all bin sizes
the signi�cance is approximately constant for cuts up to 40 tubes participating
in the �t. After a cut of 50 tubes the signi�cance clearly drops o�. This is in
agreement with the predictions from Monte Carlo simulations and indicates the
the chosen Nfit cut of 20 PMTs is reasonable. This plot also shows that for bin
sizes of 1.4 to 1.6 degrees radius, the signi�cance found is higher than that found
for the nominally optimal bin size of 1.2 degrees, for Nfit cuts of up to 100 PMTs

5This same systematic trend, discussed in Appendix C, is seen in the analysis of the signal
from Mrk 421.
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participating in the �t.6 This provides motivation that the bin size may be too
small, which would be justi�ed if the Monte Carlo simulations predicted to good
an angular resolution for the detector.

5.3.4 Performance Versus Zenith Angle

Figure 5.11 shows the excess of events detected from the Crab Nebula for
various zenith angle bins. As can be seen the bulk of the detected excess comes
from zenith angles of less than 30 degrees. No excess events are seen with zenith
angles of less than 10 degrees due to the path in local coordinates that the Crab
Nebula traverses. This is in agreement with the predicted e�ective area which
shows that Milagro is most sensitive at small zenith angles.

5.4 Crab Nebula Flux Determination

While no spectral information about the Crab can be ascertained from the
detected signal due to the fact that the energy resolution of Milagro is very poor,
a scienti�cally meaningful result, the 
ux of TeV photons, can be calculated. This
is done using an assumed spectral index dictated by the results of detections from
other observatories.

In order to calculate the 
ux from the Crab, the zenith angle exposure of
Milagro to the Crab must be determined. This is empirically calculated in the
following manner: For every integer second that Milagro was operational, the
zenith angle of the Crab was determined. Using this value of the zenith angle,
the time that the Crab spent in the corresponding 5 degree zenith angle bin was
incremented by 1 second. The cumulative exposure is calculated by performing
this operation during analysis of the entire Milagro data set studied. It is expected
that these results are accurate to a few seconds in time and therefore errors in the
calculated exposure are not large. While the exposure is accurate in the actual
length of time Milagro was operational, it does not account for the dead time of
the Milagro detector while reading out triggered events. During the running of
Milagro, the dead time was typically �6%. Assuming that the dead time a�ects
the exposure in a uniform manner, a simple correction that multiplies the time
exposure of Milagro to the Crab initially calculated by 0.94 will account for this.
The zenith angle exposure to the Crab, corrected for dead time, is shown in
Figure 5.12.

6This behavior is also seen in the detected signal from Mrk 421 and is discussed in Ap-
pendix C.
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Figure 5.11: Plot of the excess events observed in the bin centered on the true
position of the Crab Nebula versus zenith angle (�). For comparison, Figure 5.12
shows the exposure of the Crab Nebula versus zenith angle bin.

110



Figure 5.12: Plot of the dead-time-corrected cumulative time exposure versus ac-
tual zenith angle position of the Crab Nebula during data taking. The values
shown are the amount of time that the actual position of the Crab in local coordi-
nates was within the zenith angle bin indicated during Milagro data taking. The
values agree within <1% of what would be theoretically predicted from the total
cumulative exposure of Milagro. The minor di�erences are a result of the e�ects
of down time in the detector.
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Before the 
ux from the Crab can be calculated the e�ect of dead PMTs
in Milagro needs to be accounted for in the e�ective area. The e�ective area
of Milagro shown in Chapter 3 is ideal in that the simulations utilized did not
account for the e�ect of dead PMTs. Therefore, it is not used for calculating 
ux
values from the Crab. Unfortunately, the e�ects of the dead PMTs are diÆcult
to simulate exactly because their deaths occurred on di�erent dates and the dead
tubes were eventually replaced at varying times. However, general statements can
be made as to the e�ects of dead PMTs. To do this e�ective areas were calculated
with a typical number (�50) of the PMTs inoperational in both layers. Since the
positions of the individual dead PMTs varied, every 16th tube in the detector (48
total) was made inoperational while simulating the e�ective area of the detector.
While this would not account for any detector asymmetries caused by dead tubes
in groups, it serves as a useful approximation for the e�ect of dead PMTs. For
this approximation all values such as X2, �angle, Nfit, etc. were recalculated
not utilizing the inoperational PMTs during the generation of the new e�ective
area. Further, the dead tubes are directly accounted for in the trigger, where �55
operational top layer PMTs hit is required. The bin size and data cut values are
not changed in determining the e�ective area. Figure 5.13 shows the e�ective area
as a function of energy with and without the 48 dead PMTs accounted for. As
expected, the e�ective area is less when the dead PMTs are accounted for. All
e�ective areas shown and utilized in this thesis have the typical number of dead
PMTs incorporated in their generation.

Utilizing the excess of events detected from the Crab Nebula of � = 6174�1322
events, and the cumulative zenith angle exposure of Milagro to the Crab shown
in Figure 5.12, along with the e�ective area for Milagro shown in Figure 5.13, the
di�erential 
ux normalization, IÆ, for the Crab Nebula is calculated. The energy
to which the 
ux is normalized, EÆ, is the median energy of observed events for the
Crab Nebula of 3 TeV. This value is determined utilizing the methods discussed in
Section 4.4.2. The value selected for the spectral index in this analysis is � = 2:59.
Since IÆ is normalized to the median energy of observation, the exact choice of
spectral index is small in its e�ect on the di�erential 
ux normalization as long as it
is reasonable. Using Eq. 4.18 the di�erential 
ux normalization calculated for the
Crab Nebula is IÆ = (1:27�0:27)�10�12 TeV�1 cm�2 s�1. This results in a integral

ux given by Eq. 4.19 above the median energy of 3 TeV of (2:53� 0:54)� 10�12

cm�2 s�1 for a spectral index of � = 2:49, and (2:38� 0:51)� 10�12 cm�2 s�1 for
a spectral index of � = 2:59.7

7These results do not include systematic errors. The two spectral indices correspond to those
found for the Crab Nebula by HEGRA (Aharonian et al., 2000) and Whipple (Hillas et al., 1998)
respectively.
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is utilized during the calculation of all reported 
ux values.
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5.5 Systematic Errors in the Milagro Flux De-

termination

Examination of Eq. 4.18 shows that there are three variables that enter into
the �nal 
ux determination. These variables are the time exposure, the e�ective
area and the observed excess. Due to systematic errors in the values utilized in
calculating the 
ux, the results quoted in the previous section may not be entirely
accurate. In this section, possible systematic errors in the three variables are
motivated and their e�ects explored.

5.5.1 Systematic Error in the Exposure

The �rst variable is the time exposure of Milagro to the Crab Nebula. To
verify that the exposure shown in Figure 5.12 was proper, the ideal exposure of
Milagro to the Crab Nebula for 1 day was calculated theoretically for each bin.
The results were then multiplied by the total exposure of Milagro in days, adjusted
for detector dead time, and compared to the results shown in Figure 5.12. The
agreement was found to be within less than 1 percent. Such small deviations are
expected as the exposure for Milagro is not ideal due to detector down time.

Although the exposure is calculated accurately, a source of systematic error
arises in the reported 
ux results from the detector dead time correction. The dead
time in Milagro was not always 6% as it varied with the trigger rate. This variation
is diÆcult to account for exactly. However, the overall variation typically is no
greater than �2%. Therefore, the size of the e�ect of systematic errors in the time
exposure on the integral 
ux is no greater than �2%. Clearly, the contribution of
systematic errors in the exposure is small.

5.5.2 Systematic Errors in the E�ective Area

There are many issues with the Monte Carlo simulations than can cause the
e�ective area to di�er from that which is utilized. These include, but are not
limited to, the number of dead tubes simulated, the model of the detector trigger
threshold chosen, and the e�ect of the background rejection technique. Further,
the statistical error in the e�ective area, �3%, contributes to the systematic error
in the calculated 
ux.

Dead PMTs

The e�ective area utilized assumes a detector in which 48 PMTs were not
operational. Since the number of dead PMTs varied during data taking, the e�ect
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of di�erent numbers of the dead PMTs is explored. To do this new e�ective areas
were generated for varying numbers of dead PMTs (25, 74 and 95) in Milagro
in the same manner described in Section 5.4 (i.e. removing every 32nd, 10th,
and 8th PMT). The e�ect of no dead PMTs is also evaluated. Utilizing the
appropriate e�ective areas, new integral 
uxes8 above 1 TeV were calculated 9

using the spectral index of � = 2:59. Table 5.4 shows the integral 
ux results.
Since the actual number of dead PMTs was almost always between 25 and 75, the
size of the systematic error in the 
ux that results from estimating the number of
dead PMTs is �+7/-3%. Clearly, variations in the number of dead PMTs only
results in a small e�ect on integral 
ux.

Fraction of Number I(� 1 TeV ) Increase
Dead PMTs Dead �10�12 cm�2 s�1 (%)

None 0 12:5� 2:7 -8.8
1/32 25 13:3� 2:8 -2.9
1/16 48 13:7� 2:9 0.0
1/10 74 14:6� 3:1 6.6
1/8 95 15:3� 3:3 11.7

Table 5.4: Table showing the integral 
ux greater than 1 TeV from the Crab
Nebula from the Milagro results utilizing the spectral index of � =2.59. These
results show the general e�ects of varying numbers of dead PMTs. The case of
every 16th PMT inoperational (48 total) is used in the standard analysis.

Trigger Threshold Model

In the Monte Carlo simulations the detector trigger threshold is modeled. If
this were inaccurate, it would a�ect the e�ective areas and correspondingly the
integral 
ux reported. For all of the previous analysis a threshold of 55 top layer
PMTs hit was chosen for the threshold in the Monte Carlo simulations, as this
is the approximate threshold utilized in the electronic trigger of Milagro. This
value is reasonable because the results of simulations with this trigger threshold
match the data fairly well. Unfortunately the exact threshold that should be
used in the simulation is diÆcult to determine. This is because the threshold was

8The calculation of new 
uxes is much simpler than comparing the e�ective areas which
depend on both zenith angle and energy.

9Since the integral 
ux from the Crab is often reported above 1 TeV, the systematic errors
on this result (as opposed to above the median energy of observed events inferred of 3 TeV) are
explored.
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varied during data taking to keep the trigger rates essentially constant, providing
uncertainty as to the exact value utilized. Therefore the e�ects of various trigger
thresholds are explored to see how they contribute to the integral 
ux reported.
Since it is highly unlikely that the threshold was not between 40 and 70 tubes
during Milagro operations, e�ective areas were recalculated for thresholds of 40,
50, 60, and 70 tubes.10 Table 5.5 shows the integral 
uxes calculated using the
di�erent e�ective areas determined for the various trigger thresholds. These values
were calculated using the spectral index of � = 2:59. As can be seen the e�ect
of varying the trigger threshold is small. From this study it is estimated that the
size of the systematic error on the integral 
ux that results from the modeling of
the trigger threshold is �5%.

Threshold I(� 1 TeV ) Change
(No. PMTs) �10�12 cm�2 s�1 (%)

40 12:7� 2:7 -7.3
50 13:3� 2:8 -2.9
55 13:7� 2:9 0.0
60 14:2� 3:0 +3.6
70 15:5� 3:3 +13.1

Table 5.5: Table showing the integral 
ux greater than 1 TeV from the Crab Neb-
ula from the Milagro results utilizing the spectral index of � = 2:59. These results
show the e�ects of varying the trigger threshold in the Monte Carlo simulations.
The threshold chosen for the standard analysis is 55 PMTs.

Background Rejection E�ects

As discussed in Section 5.3.1, the behavior of the background rejection pa-
rameter, X2, is not well simulated for Milagro. This statement is based on the
observed performance of an X2 cut on the Crab Nebula signal. Therefore the
e�ects of not utilizing the X2 cut were explored in relation to its e�ects on the
reported integral 
ux from the Crab. To do this, the e�ective area for Milagro was
generated in the absence of an X2 cut. This e�ective area is higher by a factor of
�2 than the values with the X2 cut. Using the detected excess of 3268�3822, this
results in an integral 
ux above 1 TeV of (3:4� 4:0)� 10�12 cm�2 s�1. Although
the excess is a non-detection, this value is the 
ux implied by the excess. This
integral 
ux is generated for the spectral index of � = 2:59. The value without use

10The bin size and data cuts were unchanged in the e�ective area determinations.
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of the X2 cut is substantially lower than the baseline result previously reported
of (13:7 � 2:9) � 10�12 cm�2 s�1. This provides some indication that something
anomalous is occurring in the observations of the Crab Nebula without use of the
X2 cut. Therefore, the conclusion that the X2 cut is not well simulated for Milagro
must be veri�ed using the detections of other sources. However, the uncertainties
in the simulation of the X2 cut also contribute to the systematic error on the
reported 
ux. To estimate the contribution, e�ective areas were generated for an
X2 cut of 2.0 and 3.0. Using the excess from the Crab for these X2 cuts shown
in Figure 5.6, as well as the corresponding e�ective area, the integral 
ux was
calculated. Comparison to the baseline result previously mentioned shows that
the integral 
ux is 35% smaller with an X2 cut of 2.0, and 26% larger with an X2

cut of 3.0. Therefore the contribution to the systematic error from this simulation
of the X2 cut is +26%/-35%.

5.5.3 Systematic Error in the Predicted Angular Resolu-

tion

Although the Monte Carlo simulations assume that the PMTs in Milagro are
perfectly calibrated, in reality this is not the case. An imperfect PMT calibration
along with the likely presence of PMT hits not associated with the detected shower
from single muons, light leaks, late light resulting from re
ections within the
detector, and the like, as well as possible errors in the curvature correction would
degrade the angular resolution of the detector from that which is predicted by
the Monte Carlo simulation. Unfortunately, the amount of degradation is diÆcult
to quantify exactly, although it is expected that the Monte Carlo simulation will
generally predict the resolution of the detector to be too good. If the angular
resolution is worse than predicted, the e�ective area would be smaller, as the
number of events falling into the signal bin is reduced. This e�ect would increase
the calculated integral 
ux. Although this is true, if the angular resolution were
known to be worse, a larger bin size would be used in the analysis retaining a
larger number of the events. This larger bin size would lead to an increase in
the e�ective area because of the higher percentage of events retained, thereby
reducing the reported integral 
ux. As discussed earlier, this possible larger bin
size is somewhat motivated by the higher detected signi�cances at larger bin sizes,
as shown in Figure 5.9, which suggest that the selected bin size is too small. To
�rst order, these e�ects largely o�set each other in terms of the e�ective area.
However, the number of excess events detected would increase with the larger
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bin size as shown in Figure 5.8.11 As can be seen, an increase in bin size of
�20% increases the excess by �40%. This increased excess, utilizing the same
e�ective areas, would correspondingly increase the value for the di�erential 
ux
normalization, as well as the integral 
ux, since IÆ is directly proportional to the
detected excess.

To illustrate this e�ect, a simple approximation which degrades the angular
resolution was made and the e�ects explored. For each Monte Carlo gamma-ray
shower that passed the angle �tter, the di�erence between the true direction and
�t direction, �angle, was made a constant percentage worse. The optimal bin size
and Nfit cut analysis were performed again with the degraded resolution. The
resulting optimal bin size is shown in Table 5.6 for various amounts of degradation.
For each case the idealNfit cut is 40 PMTs. Utilizing the appropriate value for the
bin size, along with the corresponding degraded angular resolution, the e�ective
area was determined for each case. The e�ective area for each variation in the
amount of degradation is shown in Figure 5.14. As can be seen the di�erent cases
are indistinguishable, con�rming that the e�ective area remains unchanged.

The excess of events detected from the direction the Crab Nebula with these
new optimal bin sizes were found and shown in Table 5.6. Utilizing the spectral
index of � = 2:59, the integral 
ux above 1 TeV is determined for these new excess
values and appropriate e�ective areas.12 The results are shown in Table 5.6.
As can be seen, the integral 
ux increases as the resolution is degraded until
values of degradation of 30% or more, after which the 
ux is consistent within
errors. While these results are suggestive of a systematic e�ect in the angular
resolution, the increase in integral 
ux could be solely from opening up the bin
size. To see if this is the case, the e�ective areas were calculated using the bin
size indicated by analysis utilizing the degraded resolution, while keeping the
resolution unchanged (no degradation). Using these e�ective areas as well as the
results from the analysis of the Crab excess, new integral 
uxes were calculated
and are shown in Table 5.6. Although the e�ect is smaller, an increase in the
integral 
ux from only opening up the bin size is also seen. Again, the values are
consistent within errors of being the same for the largest bin sizes. No increase
would be found if the Monte Carlo simulations correctly predicted the angular
resolution. Although a higher signi�cance, excess, and 
ux is found at larger bin

11The higher excess and signi�cance at larger bin sizes is also seen in the detection of Mrk
421 and is discussed in Appendix C.

12For the standard analysis, that of no degradation, the Nfit cut is increased to 40 PMTs
to keep the cut consistent. Monte Carlo simulations, detailed in the previous chapter, predict
that this should have a negligible e�ect on the signi�cance found, which is the case. The 
ux
is calculated with the appropriate e�ective area and is consistent with the result using an Nfit

cut of 20 PMTs.
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Figure 5.14: Plot of the e�ective area versus energy utilizing the degraded angu-
lar resolution as well as the optimal bin size and Nfit cut determined for those
degraded resolutions. As can be seen the values are indistinguishable.
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sizes, the integral 
ux is further increased when it is assumed that the resolution
is degraded. This e�ect is illustrated in Figure 5.15, where the integral 
uxes, are
shown versus bin size with and without the angular resolution being degraded in
the determination of the e�ective areas.

Degradation No Degradation
Degrade r Excess � I(� 1 TeV ) I(� 1 TeV )
(%) Events �10�12 cm�2 s�1 �10�12 cm�2 s�1

0 1.2Æ 5725� 1183 4.8 13:8� 2:9 13:8� 2:9
10 1.3Æ 6596� 1284 5.1 16:1� 3:2 14:8� 2:9
20 1.4Æ 7619� 1387 5.5 18:8� 3:4 16:1� 2:9
30 1.5Æ 8749� 1490 5.9 21:8� 3:7 17:6� 3:0
40 1.6Æ 8608� 1594 5.4 21:7� 4:0 16:6� 3:1
50 1.7Æ 8886� 1698 5.2 22:5� 4:3 16:5� 3:2

Table 5.6: Table showing optimal bin size, r, determined using an angular resolu-
tion, degraded by the indicated percentage, in the Monte Carlo simulations. Also
shown are the values of the excess detected from the Crab Nebula using these
bin sizes and their corresponding ideal Nfit cut of 40 PMTs. The integral 
ux
greater than 1 TeV from the Crab Nebula for these excess values, utilizing the
spectral index of � = 2:59, is also shown for the cases where the predicted angular
resolution of Milagro is (\Degradation") and is not (\No Degradation") increased
by the constant percentage in the determination of the e�ective area.

Clearly the results of degrading the predicted angular resolution and reana-
lyzing the data with the new optimal bin size dictated by this have a substantial
e�ect on the �nal result. As this is a signi�cant and plausible e�ect, it is hypoth-
esized that the Monte Carlo simulations predict too good an angular resolution
of Milagro, resulting in too low an integral 
ux. The 
ux becomes approximately
independent of bin size for bins larger than 1.4Æ or 1.5Æ, suggesting a degradation
of 20{30% in the data. While plausible, independent con�rmation that the an-
gular resolution is in fact worse from another analysis is required for these 
ux
values to be reported as the �nal results. Therefore, the results of this study are
only suggestive and indicate a systematic error on the calculated integral 
ux of
�45% in the increasing direction.

5.5.4 Systematic Error in the Absolute Energy Scale

A systematic error arises in the integral 
ux determined from the uncertainty in
the absolute energy scale of Milagro. The di�erential 
ux normalization calculated
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Figure 5.15: Plot of the integral 
ux greater than 1 TeV from the Crab Nebula
versus bin size, with and without degradation in the angular resolution utilized
in the e�ective area determination. The points represent the values determined
using the HEGRA spectral index of � = 2:59. Each of the points are �5.5%
lower if the Whipple spectral index of � = 2:49 is used instead. The bin radii
shown correspond to the optimal bin sizes determined by an analysis utilizing the
degraded resolution. The case of 1.2 degrees corresponds to the optimal bin with
no degradation, 1.3 degrees to 10% degradation, 1.4 degrees to 20% degradation,
1.5 degrees to 30% degradation, 1.6 degrees to 40% degradation and 1.7 degrees
to 50% degradation. For comparison, the solid line represents the value reported
by HEGRA of (17:5�3:2)�10�12 cm�2 s�1. The dashed line represents the value
reported by Whipple of (21:5� 4:3)� 10�12 cm�2 s�1.
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for the Crab is normalized to 3 TeV. If what the simulations refer to as 3 TeV
is actually 2.7 TeV or 3.3 TeV, a large systematic error arises. The absolute
energy scale can be determined using the displacement of the cosmic ray moon
shadow (Wascko, 2001). A preliminary estimate of the energy scale from the Moon
shadow observed by Milagro indicates the median cosmic ray energy of 640� 70
GeV (Samuelson, 2002). This value is in agreement with the results of simulations
which predict a median proton energy of 690 GeV. However, the statistical error
(11%) in the median cosmic ray energy contributes a +35%/-24% error to the
determination of the integral 
ux.

5.5.5 Total Systematic Error

The e�ects of all the previously mentioned systematic errors combine. All the
estimated individual contributions are added in quadrature, with the exception of
the e�ect of the degraded angular resolution resulting in a total systematic error
of �45%. Once the e�ect of a possible degraded resolution is included, by adding
it in quadrature with the previous total, the total systematic error is +65%/-45%.

5.6 Comparison of Crab Flux to Other Obser-

vations

Since the Crab Nebula has been successfully observed by many other instru-
ments in the energy range to which Milagro is sensitive, it is useful to compare
the results reported from those instruments. What is generally reported is the
di�erential 
ux normalization and spectral index of the Crab from the detection
by a particular instrument. This makes comparison complicated since the en-
ergy to which the 
ux is normalized varies as the median energy of observation
by those instruments di�ers. Therefore, the integral 
ux above a certain energy
is generated from the reported di�erential 
ux normalization for detections by 4
instruments. These are Whipple (Hillas et al., 1998), HEGRA (Aharonian et al.,
2000), CANGAROO (Tanimori et al., 1998b), and Tibet (Amenomori et al., 1999).
Since the integral 
ux from the Crab Nebula is typically reported above 1 TeV,
it is calculated from this value up to 100 TeV for the respective spectral index
reported by the other instruments using Eq. 4.19. The reported di�erential 
ux
normalization, spectral index, median energy, as well as the resulting integral 
ux
values are shown in Table 5.7. Table 5.8 shows the values generated from the ob-
servations by Milagro utilizing the same spectral index of the detections by other
instruments, as well as how those values compare. As can be seen in the tables,
the results for Milagro are lower than those reported by the other instruments,
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but, with the exception of Tibet, within the errors. Therefore, the observations of
the Crab Nebula by Milagro are consistent with expectations, meaning that the

ux obtained by Milagro for other sources can be considered accurate.

Instrument IÆ � 10�12 EÆ � I(�1 TeV)
TeV�1 cm�2 s�1 (TeV) �10�12 cm�2 s�1

HEGRA 27:9� 0:2� 5 1.0 2.59�0.06 17:5� 3:2
Whipple 32:0� 1:7� 6 1.0 2.49�0.07 21:5� 4:3

CANGAROO 0:201� 0:036 7.0 2.53�0.18 18:0� 5:3
Tibet 4:61� 0:90 3.0 2.62�0.17 50:6� 10:7

Table 5.7: Table showing the di�erential 
ux normalization, energy to which the

ux was normalized (median energy), spectral index, and calculated integral 
ux
greater than 1 TeV from the Crab Nebula as detected by various instruments
sensitive to TeV gamma-rays.

Comparison � I(�1 TeV) Ratio Deviation

Instrument �10�12 cm�2 s�1
IMilagro

IComparison
�

HEGRA 2.59 13:7� 2:9 +8:9
�6:2 0.78 0.4

Whipple 2.49 13:0� 2:8 +8:5
�5:9 0.61 0.9

CANGAROO 2.53 13:3� 2:8 +8:6
�6:0 0.74 0.5

Tibet 2.62 13:4� 2:9 +8:7
�6:0 0.28 2.6

Table 5.8: Table showing the integral 
ux greater than 1 TeV from the Crab
Nebula from the Milagro results utilizing the spectral index determined by var-
ious instruments. For comparison, the ratio of integral 
uxes reported and the
signi�cance of the disagreement is shown as well.

Comparing the results of other instruments to the increased 
ux using a de-
graded angular resolution, is also useful in determining how much the angular
resolution is degraded from the predictions of Monte Carlo simulations. As can
be seen in Figure 5.15, the integral 
ux is in good agreement with the value from
HEGRA of (17:5�3:2)�10�12 cm�2 s�1, for values of the degradation between 10%
and 20%. Comparison with the integral 
ux from Whipple of (21:5� 4:3)� 10�12

cm�2 s�1 shows that better agreement is reached at values for the degradation
of about 30%. This observation further strengthens the case that the angular
resolution is predicted to be too good by the Monte Carlo simulations.
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5.7 Crab Results for AGN Study Subset

As mentioned in Chapter 4, the 27 selected AGN are studied over a di�erent
interval in time than the Crab. This is due to the lack of the ability to perform the
background rejection technique in the data reconstructed online for the �rst year
of Milagro data taking. Further, improvements to the detector's sensitivity were
made during the AGN study. The improvements are the result of changes in the
online reconstruction algorithms (factor of �1.4 increase in sensitivity expected),
as well as the PMT calibration (expected improvement cannot be quanti�ed).
Since raw data existed for the Crab Nebula, this data was re-reconstructed us-
ing these improvements. There is no corresponding raw data from the AGN.
Therefore, the previously discussed analysis of the Crab should not be used as an
indicator of the sensitivity of Milagro during this interval. For a direct compar-
ison, the Crab Nebula must be analyzed utilizing the same information (online
reconstruction) as the AGN study. This will enable statements as to the sen-
sitivity and overall quality of the AGN study. As mentioned in Chapter 4, the
AGN data set is 558.0 days in length, with a duty cycle of 90%, corresponding to
an e�ective exposure of 499.3 days. The improved version of the reconstruction
algorithms were installed after the �rst 125.5 days of exposure, and the improved
PMT calibration is utilized after the initial 289.5 days of exposure.

5.7.1 Overall Results

During the 499.3 days of exposure, 1,011,921 events were observed in the
bin centered on the Crab Nebula. After determining the corrected number of
background events expected in the signal bin, this corresponds to an excess of
3484 � 1039 events or 3:4�. This result implies a sensitivity to the Crab during
this data set, given by Eq. 5.1, of 2:9� per year of ideal exposure(100% duty cycle).
This sensitivity is less than the previously reported result of 3:4� per year due
to the upgrades in the reconstruction algorithms and PMT calibration utilized to
study the Crab, and not due to any di�erences in the analysis technique. The
same time scale analysis previously discussed of the excess versus time from the
Crab Nebula was performed over the AGN study data set as well, the results of
which indicate that the excess from the Crab Nebula is accumulated in a manner
that is consistent with being constant in time for time scales longer than 100 days.
Therefore, any analysis of the AGN data set can be considered stable in time.
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5.7.2 Comparison of Reconstruction Methods

As comparison of the online data set to the re-reconstructed data set is useful
for many reasons, the results from the Crab Nebula for both the online reconstruc-
tion and re-reconstruction are analyzed. The e�ects of the re-reconstruction are
shown for the whole AGN data set, as well as 2 interesting sub-intervals during
this time in Table 5.9. The �rst sub-interval is the portion of the data set prior to
the improved core location algorithm and the di�erent curvature correction being
installed. The second is the interval immediately following the �rst, which utilizes
the improved core location algorithm and di�erent curvature correction, but is
prior to the use of an improved PMT calibration online. After the installation
of the improved PMT calibration, the online reconstruction is equivalent to the
re-reconstruction, and no comparison is necessary. As can be seen, utilizing the re-
reconstructed data for analysis on the Crab Nebula results in a higher signi�cance
being found. This veri�es the claims that the changes in the algorithms improved
the sensitivity of Milagro. The results show that the improvement in signi�cance
comes from the use of the new core �tting technique and di�erent curvature cor-
rection, whereas the e�ect of the new PMT calibration13 actually decreases the
signi�cance slightly, although the decrease in signi�cance in the second interval is
statistically insigni�cant. While this information is helpful in demonstrating the
e�ects of the re-reconstruction, the 2 sub-intervals are short in length, which does
not allow for strong conclusions to be drawn.

Reconstruction Exposure Online Re-reconstructed
Di�erences (Days) Signi�cance Signi�cance
Core Finder,

Curvature Corr., 125.5 2:2� 3:3�
Calibrations
Calibrations 164.0 1:8� 1:5�

None 209.8 1:9� 1:9�

Various 499.3 3:4� 3:8�

Table 5.9: Table showing the e�ects of re-reconstructing the raw data from the
direction of the Crab Nebula. The 499.3 day exposure represents the entirety of
the AGN study data set.

13The e�ect of re-reconstructing, using the improved PMT calibration, a small set of raw
data from Mrk 421 is discussed in Appendix C. For reasons provided in the discussion, this
re-reconstructed data are not used in any of the analysis.
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5.7.3 Crab Flux Determination

Utilizing the detected excess and cumulative zenith angle exposure, shown in
Figure 6.13, of the Crab Nebula during the AGN study interval, the di�eren-
tial 
ux normalization of the Crab Nebula during this data set is found to be
(1:11 � 0:33 +0:72

�0:50) � 10�12 TeV�1 cm�2 s�1 from Eq. 4.18. The di�erential 
ux
is normalized to the median energy of 3 TeV with a spectral index of � = 2:59
reported by HEGRA. As mentioned previously, the choice of spectral index has
an insigni�cant e�ect on the di�erential 
ux normalization as it is normalized to
the median energy. This is true as long as the spectral index is reasonably close
to the value chosen for the integral 
ux determination. The resulting integral

ux above 1 TeV, is determined to be (12:0 � 3:5 +7:8

�5:4) � 10�12 cm�2 s�1. The
same systematic errors (+65%/-45%) discussed in Section 5.5.5 are included in
these results. The measured 
ux is lower than the value determined using the
re-reconstructed data over a longer time interval, which was reported earlier to
be (13:7� 2:9 +8:9

�6:2) � 10�12 cm�2 s�1. While lower than the previously reported
result, this value is still in statistical agreement with what was determined ear-
lier. Further, the e�ects of the Monte Carlo simulations predicting the angular
resolution to be better than actual, are likely more severe in the AGN study than
in the re-reconstructed data for the Crab because the improved PMT calibration
was not available for the initial 58% of the exposure in this sample. While the
e�ects are impossible to simulate, it is expected that a calibration that is of lower
quality would degrade angular resolution further.

Although an improved version of the reconstruction algorithms was installed
after the initial 25% of exposure in this data set, the e�ects are not the reason
for the discrepancy between the Crab 
ux reported from the entirety of Milagro
data taking and the AGN study. This is because the di�erent e�ective area of the
initial fraction of the data sample was accounted for. As previously discussed, the
changes implemented after the �rst part of the data, an improved core �tter and
di�erent curvature correction, resulted in an increase in sensitivity by a factor of
�1.4. To account for this, the e�ective area was generated for the less sensitive re-
construction and utilized accordingly. Figure 5.16 shows the e�ective area versus
energy for both versions of the reconstruction. As can be seen the e�ective area
is less for the initial reconstruction algorithms as expected. The �nal 75% of the
exposure in the AGN data set were reconstructed with the same improved algo-
rithms used in the re-reconstruction of the data from the Crab Nebula. Therefore,
the e�ective area for the improved algorithms is utilized for this part of the data.
To account for the di�erent e�ective areas, the sum over time in Eq. 4.18 is broken
into 2 parts, each utilizing the the appropriate e�ective areas and exposures.
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Figure 5.16: Plot of the e�ective area versus energy for both versions of the
online reconstruction algorithms. As can be seen the values utilizing the improved
algorithms (v53) are higher than those with the initial algorithms (v44).
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Chapter 6

Results of Search for TeV

Gamma-Ray Emission from

Selected AGN

Several AGN have been detected at TeV energies by a variety of observatories.
The emission from these objects is highly variable and characterized by 
aring
behavior, where the 
ux increases dramatically on small time scales. The high
duty cycle (�95%) and wide aperture (�2 sr) of Milagro allow for the detection
of 
aring behavior associated with TeV AGN, even during daytime transits. This
chapter presents results of a search for TeV emission from 27 candidate AGN
with Milagro. The AGN Mrk 421 was detected in this search with Milagro during
its 
are in 2001. A detailed analysis of the signal from Mrk 421, including the
measured 
ux value during this 
are, is presented. Upper limits on the 
ux are
found for the non-detected AGN and compared to other published values when
possible. These upper limits are shown to be consistent with expectations for
AGN previously detected at TeV energies, competitive with those from other
observatories, and useful for constraining models of TeV AGN.

6.1 Overall Results

A search for emission from 27 selected AGN was performed using Milagro.
These AGN were selected as likely candidates to be sources of TeV photons using
criteria described in Chapter 2. As discussed in Chapter 4, the data interval during
which the search was performed is 558.0 days in length, where Milagro operated
with a duty cycle of 90%, giving an e�ective exposure of 499.3 days. While some
motivation was provided in Chapter 5 for increasing the bin size utilized in the
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analysis, the standard analysis was performed on the position of each of the 27
candidate AGN. This consists of using a round source bin of 1.2 degrees radius,
and data cuts keeping only events with Nfit � 20, X2 � 2:5, and �t zenith angle,
� � 45 degrees. As discussed in Chapter 5, the Crab Nebula was observed by
Milagro with a signi�cance of 3:4� during this time using this standard analysis.
Further, it was shown using the detected signal from the Crab, that the detector
operated in a stable manner during this time period. Having addressed the general
sensitivity and stability of the study, the results are presented.

Figure 6.1 shows a histogram of the detected signi�cance at the position of
each of the candidate AGN. As can be seen in the �gure, only one of the AGN,
Mrk 421, was detected by Milagro during this interval. The distribution of the 26
remaining signi�cances reasonably follows the distribution that would be expected,
with �2/3 (58%) of the signi�cances being found within �1�, and the remainder
being less than �2:2�.

Although the detection of Mrk 421 is strong, the fact that a search for an excess
was performed at the positions of 27 AGN needs to be addressed. Therefore,
the probability that a 4:0� e�ect would be observed in 27 attempts, assuming a
Gaussian distribution of probabilities, must be calculated. This trials corrected
signi�cance is 3:1�. Therefore it can be stated that Milagro detected Mrk 421
during the data interval studied, while no signi�cant excess was found for the
other 26 AGN. Table 6.1 shows the detected excess and signi�cance of that excess
in the bin centered on the positions of each of the 27 AGN. An interesting note
is that 2 of the 3 highest signi�cances, not including Mrk 421, come from AGN,
Mrk 501 and 1ES2344+514, which have been detected previously by other TeV
observatories. While this suggestive that Milagro may be seeing the TeV emission
from these sources, the level of signi�cance found is well below that which can
be claimed as a detection. On the other hand, 1ES1426+428 was observed by
Whipple (Horan et al., 2002) and HEGRA (Aharonian et al., 2002a) to have 
ared
at TeV energies during the data interval analyzed, yet the signi�cance found is
among the smallest of all the AGN observed.

6.2 Mrk 421

6.2.1 General Results

Since Mrk 421 was detected in the sample of AGN, a thorough analysis of
the excess is performed. During the time interval studied, Non = 1; 406; 842
events were observed in the bin centered on the position of the Mrk 421. The
corrected number of background events expected from the time sloshing technique
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Figure 6.1: Distribution of signi�cance found in the bin centered on the position
of each of the 27 candidate AGN.
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Nominal
Coordinates Name Class z Excess Sig. �

1101+384 Mrk 421 XBL 0:031 4855� 1225 4:0 �
1426+428 1ES XBL 0:129 �1382� 1211 �1:1 �
1652+398 Mrk 501 XBL 0:034 2197� 1230 1:8 �
1959+650 1ES XBL 0:048 �199� 758 �0:3 �
2344+514 1ES XBL 0:044 2411� 1088 2:2 �
0033+595 1ES XBL 0:086 �1167� 903 �1:3 �
0110+418 RGB XBL 0:096 1468� 1220 1:2 �
0152+017 RGB XBL 0:080 516� 487 1:1 �
0153+712 RGB XBL 0:022 �380� 577 �0:7 �
0214+517 RGB XBL 0:049 14� 1086 0:0 �
0314+247 RGB XBL 0:054 �665� 1090 �0:6 �
0656+426 RGB XBL 0:059 �1545� 1213 �1:3 �
1133+704 Mrk 180 XBL 0:046 �327� 608 �0:5 �
1532+302 RGB XBL 0:064 �962� 1180 �0:8 �
1610+671 RGB XBL 0:067 164� 702 0:2 �
1727+502 I Zw 187 XBL 0:055 �613� 1116 �0:5 �
1741+196 1ES XBL 0:083 2105� 981 2:1 �
2321+419 1ES XBL 0:059 �1228� 1215 �1:0 �
2322+346 RGB XBL 0:098 2205� 1220 1:8 �
0010+106 III Zw 2 FSRQ 0:090 651� 752 0:8 �
0138+398 B2 FSRQ 0:080 �1417� 1228 �1:2 �
0321+33 B2 FSRQ 0:062 91� 1216 0:1 �
1413+436 RGB FSRQ 0:090 142� 1202 0:1 �
2209+184 PG FSRQ 0:070 837� 955 0:9 �
1219+285 W Comae RBL 0:102 129� 1147 0:1 �
1807+698 3C371 RBL 0:051 377� 622 0:6 �
2200+420 BL Lac RBL 0:069 609� 1212 0:5 �

Table 6.1: Table showing the detected excess and signi�cance of that excess for
the bin centered on the positions of all the 27 candidate AGN.
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is NBcorr = 1; 402; 288. This corresponds to an excess of 4855 � 1225 events, or
a signi�cance calculated by Eq. 4.10 of 4:0�. Using Eq. 5.1, with �obs = 4:0 for
ttotal = 1:37 years, the observed signi�cance implies a sensitivity of 3:4� per ideal
year of exposure. Given the 
aring nature of Mrk 421, this is not a reasonable
statement as it implies a constant 
ux from the source over a full year. Although
unrealistic, the sensitivity implied does elucidate the strength of the Mrk 421 signal
in the data set and is useful for comparison to the strength of the signal from the
Crab Nebula during this time (2:9� per year from the comparable analysis as
described in Section 5.7). As can be seen the emission from Mrk 421 is detected
at a higher level of signi�cance than the Crab during this time. This does not
necessarily imply a higher average 
ux over the length of the data set as the
zenith angle exposure of these sources in Milagro, shown in Figure 6.13, di�ers
dramatically.

6.2.2 Time Scale Analysis

Given the highly variable nature of the 
ux from AGN at TeV energies, a time
scale analysis of Mrk 421 is undertaken to determine if the excess was accumu-
lated in a manner that is consistent with being constant over the data set, or if
the majority of it was accumulated in some short interval. Utilizing the actual
daily exposure of Milagro along with the expected signi�cance for that cumula-
tive exposure given by Eq. 5.1, one can view how the signi�cance was accumulated
versus what is expected for a constant signal. This is shown in Figure 6.2. As
this is a plot of cumulative signi�cance, neighboring points are highly correlated.
Further, the expected signi�cance is approximated. This is because only the total
exposure for each particular day is considered, where the actual position in the
sky of the Mrk 421 is ignored. Given that the e�ective area for Milagro depends
heavily on zenith angle, and the presence of a zenith angle cut in the data, using
the total exposure for a given day can be problematic for short time scale evalua-
tions. While the expected signi�cance is only an approximation, the value should
be reasonably accurate after a few accumulated days since the zenith angle e�ects
of down time would eventually average out.

As can be seen in Figure 6.2, the cumulative excess observed does not agree
well with what is expected for a constant signal in the early part of the data set.
The level of signi�cance found for Mrk 421 is essentially none for the �rst 150
days, after which a sharp increase is observed for the next 150 days, followed by
a period where the signi�cance increases slightly for the remainder of the data
set. This suggests that Mrk 421 was relatively quiet for much of the data set, but
experienced a 
are during part of the data interval studied. This 
aring notion is
supported by the observations from several other TeV observatories which showed
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Figure 6.2: This �gure shows how the signi�cance observed for the bin centered
on Mrk 421 accumulated versus time. Also shown is what would be expected for
a constant signal given the sensitivity implied by this observation and the true
exposure of each date. Neighboring points are highly correlated.
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that Mrk 421 did experience a 
are during the time period studied. An interesting
note is that the cumulative signi�cance increases dramatically at almost the exact
same time that an improved core �tter and curvature correction were installed in
the online reconstruction (MJD 51894). As discussed previously, these changes
were expected to increase the sensitivity of Milagro by a factor of 1.4. Although
interesting, the variable nature of the emission from Mrk 421 makes it impossible
to state whether these changes directly a�ected the increase in signi�cance.

Given that observations of Mrk 421 by other observatories showed that it
experienced a 
are during the data interval, as well as the behavior shown in
the cumulative signi�cance plot, a more thorough study of how the excess from
Mrk 421 was accumulated versus time was performed. The maximum deviation
method, as well as the all possibility method, discussed in Chapter 5, were used
to analyze the temporal behavior of the excess found at the position of Mrk 421.

Maximum Deviation Method

Figure 6.3 shows a rolling signi�cance plot for the bin located at the position of
Mrk 421 for the 10, 30, and 100-day time scales. Plots of the rolling signi�cances
for Mrk 421 on the other 8 time scales are found in Appendix B. From these
plots the bins of maximum signi�cance were found for each of the 11 time scales
analyzed. The maximum deviation method was not performed for the case of the
maximal deviation in the direction of minimum signi�cance. This is because the
maximum deviation found, regardless of direction, on all 11 time scales was always
in the direction of increasing signi�cance, and because it was shown in Chapter 5
that the method was 
awed in the case of decreasing signi�cance. Therefore, the
maximum deviation method in essence becomes a 
are search from the position
of Mrk 421. By analyzing the time bin of maximum signi�cance, the best case
scenario for having observed a short-term 
are is studied. Table 6.2 shows the
maximum signi�cance of excess events found in any time bin for all 11 analyzed
time scales, the expected signi�cance for that time scale given the �nal result from
Eq. 5.1,1 and the signi�cance of the deviation from this expected value. Also shown
in the table is the number of independent time bins possible, which represent
the minimum number of trials that need to be accounted for in the statistical
interpretation of the signi�cance of the deviation. The table also shows the upper
limit on the signi�cance of the deviation. This value is an upper limit because
only the minimum number of trials are used in the interpretation. The number
of trials which should be accounted for is larger than the number of independent
bins, because every bin is examined resulting in the actual signi�cance of the

1As the exposure during any interval varies, this is only an approximation, and is in fact
slightly overestimated due to the duty cycle of Milagro (typically �95%).

134



deviation being less than the upper limit indicated. However, the exact number
is diÆcult to determine due to correlations.

Time Scale � � � No. of Corrected �
(Days) Obs. Exp. of Deviation Ind. Bins of Deviation
150 5.0 2.2 2.8 5 2.3
100 4.7 1.8 2.9 7 2.2
50 3.7 1.3 2.4 12 1.3
30 3.7 1.0 2.7 20 1.5
21 3.5 0.8 2.6 28 1.2
14 3.7 0.7 3.1 41 1.7
10 3.7 0.6 3.1 57 1.6
7 3.5 0.5 3.1 79 1.4
5 3.4 0.4 3.0 112 1.2
3 3.6 0.3 3.3 181 1.4
1 2.9 0.2 2.7 531 -1.0

Table 6.2: Signi�cances of the maximum deviation from the expectation in the
direction of increasing signi�cance for various time scales. Apparent mathematical
discrepancies are due to rounding.

While the maximum signi�cance found in some of the longer time scales appear
to suggest Milagro could isolate when the 
aring behavior observed from Mrk 421
occurred, this is not the case. As can be seen in Table 6.2, none of the time bins
with the most extreme deviations in increasing signi�cance from that which is
expected for a constant signal are statistically signi�cant after accounting for the
number of independent bins in the data sample. Even the most extreme case, an
upper limit of 2:3� for the 150 day time scale, is not signi�cant. This upper limit is
further reduced because the number of time scales analyzed needs to be accounted
for. Since 11 timescales were analyzed, the probability that a 2:3� e�ect would
be found given 11 attempts is only 1:2�. Even if a method were employed to
reduce the oversampling in time to a more ideal value as discussed in Chapter 4
(Biller, 1996), i.e. use 1, 3, 10, 30 and 100-day bins only, the most extreme
deviation, and upper limit of 2:2�, for the 100 day time scale would only be 1:5�
after accounting for the 5 time scales. Further, the results represent the most
likely possibility of having observed a 
are. Naturally if a more average selection
of time bins were chosen, the results would be even less signi�cant. Therefore,
this method implies that the excess of events from the Mrk 421 is accumulated
in a manner consistent with being constant in time. To verify that this assertion
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Figure 6.3: This �gure shows the rolling signi�cance observed at the bin centered
on Mrk 421 versus time for the 10, 30, and 100-day time scales. Entries are plotted
according to the �rst day of the interval. Neighboring points are correlated. The
2 vertical solid lines indicate the duration of the 
aring period of Mrk 421 as
identi�ed using information from the RXTE all-sky monitor. The method for
identifying this 
aring period is discussed in Section 6.3.1.
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is true, the all possibility method discussed in Chapter 5 was also employed to
analyze the temporal behavior of the excess from Mrk 421.

All Possibility Method

In this method, the fractional excess versus time observed from Mrk 421 was
binned on 11 time scales and analyzed. Since there are a number of ways to
independently bin the fractional excess versus time, each variation was studied.
For all 11 time scales, the data for each set of bins were �t to a constant and a
�2 value generated. Figure 6.4 shows the fractional excess versus time from Mrk
421 binned on the 30-day time scale. Plots of the fractional excess versus time for
the other 10 time scales are found in Appendix B. The value of the �t constant
is shown by the dashed line in each of the �gures.

From the resulting �2 values for all the possible variations of independent
bins, a distribution of corresponding probabilities was generated for each time
scale and is shown in Figure 6.5. As can be seen in the �gure, the distributions
are reasonable. As this is the case, the median probability is therefore a useful
indicator of how consistent the temporal distribution of the excess, on average, is
with being constant. Therefore, the median �2red value is determined for each time
scale. This value is characteristic of the most average �t of all the possibilities,
and is therefore considered to be the best indicator of the general behavior of the
data.

Table 6.3 shows the median probability and corresponding reduced �2 result-
ing from a �t of the fractional excess versus time to a constant for all possible
variations of independent bins for each of the 11 time scales. The set of inde-
pendent bins chosen for Figure 6.4 is the one that corresponds to the median
�2 probability. As can be seen from the table the median probabilities resulting
from �ts to the fractional excess versus time are consistent with being constant
for all time scales less than 30 days with the exception of the 1 day time scale. As
discussed in the previous chapter, stability is not expected on some of the smaller
time scales. Minor inconsistencies with constant behavior are found on the 3
largest time scales, suggesting that a 
are did occur. However, the signi�cance
of these inconsistencies does not allow for the conclusive statement that Mrk 421
experienced a short term (compared to the length of the study) 
are during the
AGN study. Therefore the signal from the Mrk 421 should be considered to have
accumulated in a manner that is consistent with being constant in time.

The methods of analyzing the temporal behavior of the observed excess of
events from the direction of the Mrk 421, show no inconsistencies with it being
accumulated in a manner that is constant in time. While this is the case, each
method is suggestive that a 
are did occur on some of the longer time scales (50,
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Figure 6.4: This �gure shows the fractional excess observed at the position of
Mrk 421 versus time for the 30-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical lines indicate the
duration of the 
aring period of Mrk 421 as identi�ed using information from the
RXTE all-sky monitor. The method for identifying this 
aring period is discussed
in Section 6.3.1.

138



Figure 6.5: This �gure shows distribution of probabilities calculated from the �2

resulting from �ts to all the possible sets of independent bins of the fractional
excess versus time from the Crab Nebula. The distributions are for the 9 largest
time scales analyzed.
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Time Scale Reduced Degrees of Median Median Fit
(Days) �2 Freedom Probability Excess Value
150 1.49 4 0.20 0.00352�0.00106
100 1.59 6 0.15 0.00359�0.00111
50 1.46 11 0.14 0.00351�0.00106
30 1.14 19 0.30 0.00351�0.00095
21 0.98 27 0.49 0.00365�0.00088
14 0.90 40 0.65 0.00365�0.00086
10 0.96 56 0.56 0.00367�0.00088
7 0.91 78 0.70 0.00363�0.00086
5 0.96 111 0.61 0.00363�0.00088
3 0.98 180 0.56 0.00353�0.00089
1 1.08 530 0.10 0.00318�0.00094

Table 6.3: Table showing the median probability and the corresponding reduced
�2 resulting from �ts to all possible sets of independent bins of the fractional
excess versus time for 11 di�erent time scales.

100, 150 days) within the data set. This is veri�ed by observations from other
TeV observatories which show Mrk 421 to be dim at TeV energies for parts of
the data set, and very bright during other parts. Unfortunately the sensitivity of
Milagro is too low to isolate when such a 
are occurred in Mrk 421. This only
allows for the statement that Milagro observed the recent 
are of Mrk 421 during
the data set studied, but could not reliably indicate exactly when the TeV 
ux
from Mrk 421 increased dramatically from its quiescent level.

6.3 RXTE Flare Interval for Mrk 421

6.3.1 Identi�cation of the Flare Interval

While emission from Mrk 421 was observed in the Milagro data, it is known
from the results of other instruments that the source was not bright in the TeV
regime for the full duration of the data set studied. Unfortunately, the results of
the time scale analysis of the excess observed from Mrk 421 are only suggestive
that a 
are occurred within the time interval studied. Due to low statistics, no
information can be ascertained from the Milagro data elucidating when the 
ux, in
the TeV energy range, from Mrk 421 increased dramatically. Although this is the
case, the results from another instrument can be used to isolate when the source's
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ux increased, as well as when the emission returned to the normal quiescent level.
After identifying a 
are interval, a more sensitive analysis of the emission from
Mrk 421 and the response of Milagro to it can be performed.

This 
are interval is identi�ed using results from the RXTE all-sky monitor,
sensitive to x-rays in the energy range from 2 to 10 keV. The belief that infor-
mation from this instrument is a useful indicator of the TeV behavior of Mrk 421
stems from observations that 
ares in the x-ray energy regime have been seen
to correlate with those at TeV energies with little or no time delay between the
onsets (Buckley, 1999). Therefore, the information about Mrk 421 from this in-
strument was downloaded from the web site (http://xte.mit.edu) and analyzed.
As the RXTE all-sky monitor records data from a particular source in 90 second
intervals, known as dwells, only the information from when Mrk 421 was within
the �eld of view of the Milagro detector was utilized. For this study, the �eld of
view of Milagro is de�ned as when the source's position in local coordinates had
a zenith angle, �, less than 45 degrees. This de�nition is used because of the cut
in the analysis keeping only events with � � 45 degrees in the Milagro data.

Figure 6.6 shows one-day average count rate information from the all-sky mon-
itor for a 6 year period. As can be seen the rate is fairly steady for the bulk of this
time period except for parts of 1998, and the period between late 2000 and early
2001. To quantify this statement, Table 6.4 shows the results from a �2 �t of this
data to a constant for each year of data taking by RXTE, as well as for the whole
data set. Given the variable nature of emission from AGN, it is not expected that
the count rate will be constant. However, the constant resulting from the �t is
a weighted average value for the year, and is therefore a useful indicator of the
count rate expected on a typical date. Further, the reduced �2 gives information
as to which years the AGN was more variable in its x-ray 
ux.

As can be seen in the table, 1998, 2000, and 2001 are years in which Mrk 421
is more active than in other years. Therefore, the results from 1999 were used as a
baseline for the RXTE results in the quiescent state. The term baseline is de�ned
in this case as the average count rate expected in the quiescent state on any given
day from the RXTE instrument. Figure 6.7 shows the RXTE one-day average
count rate from Mrk 421 for the length of the Milagro data set analyzed in this
study. Also shown is the baseline determined by �tting the one-day average count
rate in 1999 to a constant.

Using the baseline as the one-day average count rate that one would expect to
observe from Mrk 421, the signi�cance of the deviation in the average count rate
actually observed is calculated for each date of during Milagro data set analyzed.
This signi�cance is shown in Figure 6.8 As can be seen there are more points
with positive signi�cance than negative. This is not unexpected as the level of
emission is higher during this time than in 1999. To identify the 
are interval
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Figure 6.6: This �gure shows the 1-day average count rate observed from Mrk 421
by the RXTE all-sky monitor. Only dwells occurring when Mrk 421 was within
the �eld of view of Milagro, � � 45, are utilized in the count rate determination.
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Figure 6.7: This �gure shows the 1-day average count rate observed from Mrk 421
by the RXTE all-sky monitor for the duration of the Milagro data set analyzed
(7/20/2000 to 1/29/2002). Only dwells occurring when Mrk 421 was within the
�eld of view of Milagro, � � 45, are utilized in the count rate determination. Also
shown is the baseline determined from the 1999 RXTE data.
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Year �2red D.O.F. Fit Value
1996 2.1 184 0.464�0.036
1997 2.1 244 0.466�0.032
1998 3.2 237 0.929�0.043
1999 2.0 255 0.358�0.039
2000 3.3 241 0.863�0.050
2001 6.2 180 1.117�0.084
2002 1.8 85 0.639�0.076
ALL 3.4 1432 0.658�0.019

Table 6.4: Table showing the results from �ts to a constant of the 1-day average
count rate from the RXTE all-sky monitor. The �ts are performed for each year
of data taking, as well as the whole data set, utilizing only the information from
when RXTE was in the �eld of view of Milagro.

to be studied by Milagro, only the data points with signi�cance greater than 3�
were considered. Figure 6.9 shows this information for the duration of the Milagro
data set analyzed. It is clear from this �gure that the 
are begins in the RXTE
instrument on MJD 51860 and approximately ends around MJD 52014. These
dates correspond to November 12, 2000, and April 15, 2001, respectively, and
are shown by the vertical lines in the plot. As can be seen there are a few points
beyond the stated end of this 
are with signi�cance greater than 3�. However, the
density of these points in time is suÆciently small that they are not included in the

are interval. This said, if one views the cumulative signi�cance plot shown earlier
in Figure 6.2, it is clear that the signi�cance continues to increase slightly after
the end of the 
are interval identi�ed. These remaining points above 3� beyond
the end of the 
are suggest that this is a real e�ect and not that of statistical

uctuations.

While it would seem more appropriate to utilize information from instruments
sensitive to the same energy range as Milagro for identi�cation of this 
are interval,
their observations of Mrk 421 are limited. Although this is the case, information
from atmospheric Cherenkov telescopes, such as HEGRA, can be used to help in
the determination of the 
are interval. Shown in Figure 6.10 is the preliminary
signi�cance observed by HEGRA from Mrk 421 versus time as reported on their
website (http://www-hegra.desy.de/mrk-421). While the data do not begin until
after the start of the 
are indicated by RXTE,2 it is clear that Mrk 421 is bright at
TeV energies during the suggested 
are interval. The end of the 
are in Mrk 421 is

2Published data from Whipple begin even later.
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Figure 6.8: This �gure shows the signi�cance of the deviation of the 1-day average
count rate observed from Mrk 421 by the RXTE all-sky monitor from the baseline
determined from the 1999 RXTE data. Only dwells occurring when Mrk 421
was within the �eld of view of Milagro, � � 45, are utilized in the count rate
determination. The data shown corresponds to the information gathered during
the period of the Milagro data set analyzed (7/20/2000 to 1/29/2002).
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Figure 6.9: This �gure shows a close up view of the signi�cance of the deviation of
the 1-day average count rate observed from Mrk 421 by the RXTE all-sky monitor
from the baseline determined from the 1999 RXTE data. Only dwells occurring
when Mrk 421 was within the �eld of view of Milagro, � � 45, are utilized in the
count rate determination. The data shown corresponds to the information gath-
ered during the period of the Milagro data set analyzed (7/20/2000 to 1/29/2002).
The solid vertical lines correspond to the 
are interval identi�ed from the RXTE
information.
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Figure 6.10: This �gure shows the preliminary signi�cances versus time of obser-
vations by HEGRA from Mrk 421 in early 2001. The vertical line corresponds to
the end of the 
are state in Mrk 421 as determined from RXTE all-sky monitor
data.
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seen in the HEGRA data as well. The observed end agrees with that determined
from the RXTE instrument, shown as the vertical line in Figure 6.10, providing
further evidence that the 
are interval identi�ed by RXTE is useful for a detailed
study of Milagro data.

6.3.2 Results from Milagro during the RXTE Flare Inter-

val

The 
are interval identi�ed utilizing RXTE data is 154.0 days in length, during
which Milagro operated with an average duty cycle of 92%, leading to a e�ective
exposure of 141.6 days. Analyzing information from this time shows that Non =
328; 124 events were observed in the bin centered on the position of Mrk 421. The
corrected number of background events expected in the source bin is NBcorr =
325; 561, resulting in an excess of 2563� 591 events, or 4:3 sigma. The calculated
signi�cance implies a sensitivity to Mrk 421 during this interval, using �obs = 4:3
for ttotal = 0:39 years in Eq. 5.1, of 7:0� per ideal year of exposure (100% duty
cycle). This sensitivity would imply that Mrk 421 was in a 
are state for a year,
which is not the case. However, it is useful to compare the level of emission
observed by Milagro to its detection of the Crab (2:9� per ideal year during the
entire AGN study). It is also interesting to note that the maximum signi�cance
found at the position of Mrk 421 on a 150-day time scale, 5:0�, begins only 12
days after the start of the 
are as indicated by RXTE.

Figure 6.11 shows a sky map of observed signi�cance for the region surrounding
Mrk 421 during the 
are interval. The size of the angular bin used, a circle with
a radius of 1.2 degrees, is shown on the map for the bin centered on the position
of Mrk 421. As the signi�cances on this map are calculated on a 0:05 � 0:05
degree grid, neighboring bins are highly correlated. Therefore, this image does
not represent the actual distribution of events on the sky, but rather shows the
e�ects of the �nite resolution of the Milagro detector. As can be seen the choice
of bin size is reasonable since the \spot" falls within the source bin shown on
the plot. Further, the point of maximum signi�cance, 5:0�, is reasonably close to
the position of the Mrk 421 (�0.3 degrees east on the plot). Naturally, it is not
expected that the point of maximum signi�cance will be located be at the true
position of a source due to statistical 
uctuations and resolution e�ects. However,
these 2 observations allow for the reasonable assumption that the detected excess
is from Mrk 421.

Figure 6.12 shows how the signi�cance for Mrk 421 accumulated during the

are interval identi�ed by the RXTE all-sky monitor, as well as how it accumu-
lated for the duration of the Milagro AGN study. As can be seen the bulk of
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Figure 6.11: Sky map of observed signi�cance for the region centered on Mrk 421
for the 
are interval identi�ed with RXTE data (November 12, 2000, to April
15, 2001). Neighboring points are highly correlated due to overlapping bins. The
circle represents the bin size used for the analysis and is centered on the true
position of Mrk 421. The signi�cance observed at the position of Mrk 421 is 4.3�.
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Figure 6.12: Plot showing how the signi�cance accumulated versus time for Mrk
421 during the 
are interval as indicated by RXTE. The solid vertical lines repre-
sent the start and end of this 154.0 day interval. Also shown is how the signi�cance
at the position of Mrk 421 accumulated during the entire length of Milagro data
taking analyzed. The date 1910 represents January 1, 2001.
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the signi�cance accumulated by Milagro occurs during this time. What can also
be seen in this �gure is that for the �rst month of the 
are interval, virtually no
signi�cance accumulated at the position of Mrk 421. While interesting, this does
not conclusively show that there is a time lag between the onset of the 
are in
the x-ray regime and the TeV regime. Further, the period of time prior to MJD
51894 was reconstructed with less sensitive algorithms as discussed in Chapter 4.
This may in part explain the lack of signi�cance initially accumulated during the

are interval.

A detailed analysis of the signal from Mrk 421 during the RXTE 
are interval,
similar to that performed for the Crab in Section 5.3, is provided in Appendix C.

6.4 Flux from Mrk 421

Since Mrk 421 was detected in a search over the length of the data set as well
as during the smaller 
are interval indicated by the RXTE all-sky monitor, the
average integral 
ux is calculated for both periods of time. Observation by other
experiments have shown that the 
ux from this object varied dramatically in both
its magnitude as well as its di�erential spectrum over the course of the data set
(Aharonian et al., 2002b). While the spectrum was measured for a time period
from November 2000, until May 2001, this does not encompass the majority of
the data set. However, the duration of the RXTE 
are is fully contained by these
observations. Therefore, di�erent spectral assumptions are used for calculating
the integral 
ux from Mrk 421 during the 
are interval and during the whole
length of the study.

For the whole length of the AGN study, the integral 
ux is calculated using an
assumed power law spectrum with no cuto�. Using the cumulative zenith angle
exposure to Mrk 421 adjusted for detector dead time shown in Figure 6.13, the
excess previously reported (� = 4855 � 1225), and appropriate e�ective areas,3

the integral 
ux is determined for three di�erent spectral indexes. The spectra
utilized are those of the Crab Nebula (� = 2:6), a softer spectrum (� = 3:2),
and a harder spectrum(� = 2:0). Table 6.5 shows, for each spectral index, the
inferred median energy of observation, EÆ, the di�erential 
ux normalization, IÆ,
integral 
ux greater than median energy (I(�EÆ)), as well as the integral 
ux
greater than 1 TeV (I(�1 TeV)). Systematic errors (+65%/-45%) determined in
Section 5.5 are not included in the table. These include the possible e�ect of an
angular resolution worse than the Monte Carlo simulations indicate, which would

3Since two versions of the online reconstruction, with di�erent levels of sensitivity, were
utilized during observations, two di�erent e�ective areas need to be utilized. This is discussed
in Section 5.7.3.
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increase the 
ux reported from Mrk 421 as well as the Crab.

Median I (�EÆ) I(�1 TeV)
� Energy IÆ x 10�12 x 10�12 x 10�12

(TeV) (cm�2 s�1 TeV�1) (cm�2 s�1) (cm�2 s�1)
2.6 2.5 1:7� 0:4 2:6� 0:6 11:3� 2:5
2.0 6.0 0:23� 0:06 1:3� 0:3 8:2� 2:1
3.2 1.0 21:9� 5:5 9:9� 2:5 9:9� 2:5

Cuto� 1.75 9:5� 2:4 5:1� 1:3 14:3� 3:6

Table 6.5: Average 
ux results fromMrk 421 for the entire data set. Table showing
the inferred median energy of observation (EÆ), average di�erential 
ux normal-
ization (IÆ), integral 
ux greater than the median energy (I(�EÆ)), and integral

ux greater than 1 TeV (I(�1 TeV)) measured for Mrk 421 using 4 di�erent spec-
tra. The di�erential 
ux normalization, IÆ, is normalized to the median energy.
The errors on IÆ and the integral 
ux quoted are propagated from the statistical
error on the detected excess. Power law spectra of the indicated index, �, are used
in the determination of the values with the exception of the cuto� entry which
refers the result found using a spectrum of the form in Eq. 6.1 with � = 2:19 and
Ecut = 3:6.

Clearly the value of the spectral index utilized does not have much a�ect on
the overall result for the integral above 1 TeV. For comparison, the integral 
ux
greater than 1 TeV from the Crab Nebula was measured to be (13:7�2:9)�10�12

cm�2 s�1. As can be seen in the table, the average integral 
ux over the length of
the data set from Mrk 421 is comparable to that of the Crab Nebula. This is true
regardless of the di�erential spectrum chosen. The results in Table 6.5 also show
that the integral 
ux determined using a spectrum of the form shown in Eq. 6.1
only slightly increases the integral 
ux above 1 TeV from values attained using a
simple power law.

The di�erential spectrum for Mrk 421 was measured by HEGRA with data
taken during the 
are interval identi�ed using data from RXTE (Aharonian et al.,
2002b). Their results found the spectrum to have an exponential cuto� present.
A di�erential spectrum of the form:

dN

dE
= IÆ

�
E

EÆ

���
e
� E
Ecut ; (6.1)

�t the HEGRA data much better than a �t with a simple power law form. From
the �t, the spectral index was determined to be, � = 2:19 � 0:02 � 0:04. The
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Figure 6.13: Figure showing the cumulative time exposure of Mrk 421 (blue) versus
zenith angle bin for the length of the AGN study. Also shown for comparison is
cumulative time exposure of the Crab Nebula (red).
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cuto� energy was determined to be, Ecut = 3:6+0:4 +0:9�0:3 �0:8 TeV. While the HEGRA
results also showed the di�erential spectrum to change slightly during the data
set, a spectrum of this form was used in the calculation of the integral 
ux from
Mrk 421 reported. HEGRA found the integral 
ux greater than 1 TeV to be
(41:9 � 0:4 � 4) � 10�12 cm�2 s�1 using these values. Whipple determined a
similar spectrum from Mrk 421 during this time (Krennrich et al., 2001). Their
results, which are consistent with the HEGRA values, indicate a spectral index of
� = 2:14� 0:03 and a cuto� energy of Ecut = 4:3� 0:3 +1:7

�1:4 TeV. No 
ux values
were reported for this spectrum in their publication.

To determine results for Milagro, Eq. 4.18 and Eq. 4.19 were modi�ed to
account for the di�erent form of the spectrum. The relevant integrals were nu-
merically calculated. The average integral 
ux determined with Milagro for the

are interval identi�ed using RXTE, using Eq. 6.1 as the form of the di�eren-
tial spectrum, with the spectral index and cuto� energy reported by HEGRA,
is (26:0 � 6:0) � 10�12 cm�2 s�1. This result4 is �62% of the value reported by
HEGRA. The di�erence between values determined by Milagro and HEGRA is
not surprising. This is because the 
ux from Mrk 421 was highly variable dur-
ing the RXTE 
are interval. The value from HEGRA utilizes 255 hours of data
taken from November 2000, to May 2001. As Milagro operates continuously the
exposure to this source is much larger. Therefore, the value from Milagro rep-
resents the integral 
ux averaged over considerably more time. As this is the
case, it is reasonable to expect the result to di�er. Further, the same systematic
errors described in Section 5.5 are applicable to the result from Mrk 421. This
includes the possible systematic e�ect of the predicted angular resolution. As dis-
cussed in Section 5.5.5, the total systematic error estimated for the integral 
ux
is +65%/-45%. Therefore, the integral 
ux for Mrk 421 determined by Milagro is
not in disagreement with the value from HEGRA when the systematic errors are
accounted for.

The Crab Nebula was only measured with a signi�cance of 1:1� during the
RXTE 
are interval which is not above the level for which a detection can be
claimed. Therefore, this value can not be used to compare to the 
ux from Mrk
421 during this time. Using the results from the length of Milagro data taking,
(13:7� 2:9)� 10�12 cm�2 s�1, the average 
ux greater than 1 TeV detected from
Mrk 421 during the RXTE 
are interval is about twice that of the Crab.5

4The integral 
ux is 2% lower using the Whipple values.
5This is true, even when the possible systematic e�ect of the angular resolution predicted by

the Monte Carlo simulations is accounted for.
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6.5 Undetected AGN

As discussed previously, no signi�cant excess was found from the positions of
the other 26 AGN selected for study with Milagro. While unfortunate, this was not
entirely unexpected for 10 of the candidate AGN. This is because RXTE all-sky
monitor data for the time interval during which the Milagro study was performed
did not indicate 
aring behavior at x-ray energies for these AGN. Observations are
reported on the RXTE website (http://xte.mit.edu) for the following 10 candidate
AGN: Mrk 501, 1ES2344+514, 1ES1426+428, 3C371, BL Lac, RGB0214+517,
Mrk 180, 1ES1741+196, 1ES1959+650, and 1ES2321+419. The same technique
utilized to isolate the 
are of Mrk 421 for analysis by Milagro was performed
on these AGN. Virtually no data existed for any of the AGN where the 1 day
average count rate from these sources deviated by more than 3:0� from the base
line established for them. Since TeV and x-ray 
ares are often correlated, the lack
of any signi�cant �ndings in the x-ray data made it likely that there would be
none in the TeV.

6.5.1 Time Scale Analysis

Although no signi�cant excess was found for the duration of the data set ana-
lyzed from the positions of the other 26 AGN, a time scale analysis was performed
for each of them. The hypothesis of this analysis is that while the AGN may not
have been bright at TeV energies over the length of the data set, they may have
been for some fraction of it. If a particular AGN had been bright enough for a
brief period of time, the signi�cance detected, on some shorter time scale, would
be large enough to be signi�cant after statistically accounting for the number of
trials. Both the maximum deviation method and the all-possibility method were
employed to study the excess found on smaller time scales for each of the AGN.
While nothing signi�cant was found, the results are reported.

Maximum Deviation Method

Table 6.6 shows the maximum signi�cance found for each of the AGN for
each of the 11 time scales analyzed. When interpreting the maximum signi�cance
found for a particular time scale, a number of trials must be accounted for. The
minimum number of trials is the number of independent bins allowed in the data
set which is shown in the bottom row of the table. The maximum signi�cance
found on any time scale for all of the AGN is 4:0� for the 21-day interval. After
accounting for the number of independent bins of this length in the sample, 28,
this is a 3:1 sigma upper limit. The fact that 26 AGN were analyzed also needs
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to be accounted for. The probability of getting a 3:1 sigma e�ect in 26 trials is
2:0 sigma, which is not signi�cant without even considering the number of time
scales searched. After accounting for the number of time scales (11) examined the
signi�cance is only 0:8�. Therefore, the maximum signi�cance found from any of
the AGN after accounting for the number of trials is not statistically signi�cant.
As this represents the most likely probability that a 
are from any of these AGN
was observed with Milagro, no signi�cant excess was detected from any of these
26 AGN on any time scale.

All Possibility Method

Although the maximum deviation method did not indicate 
aring behavior
present in any of the remaining 26 AGN, the all-possibility method was also
utilized to study the temporal behavior of the excess from each of these AGN
on the 11 time scales. This is because while 1 individual bin may not have been
signi�cant, a combination of multiple independent bins with high signi�cance
would not be found in the previous technique. Such a combination of bins could
be indicative of 
aring behavior in the AGN. Therefore, all the possible variations
of independent time bins of the fractional excess were �t to a constant for all
11 time scales. From the resulting �2 values, distributions of the corresponding
probabilities were generated, and the median probability determined for each AGN
on each of the 11 time scales. The distribution of all the probabilities found for
each AGN is shown in Figure 6.14 for 9 of the 11 time scales examined. The
reduced �2 corresponding to the individual median probabilities are shown in
Table 6.7.

As can be seen all but one of the �2 probabilities shown are consistent with
being constant. This value is from the �t to the 1-day time scale bins of the
fractional excess observed from 1ES1741+196, which is shown in the table to have
a reduced �2 of 1.30, corresponding to the median probability, for 530 degrees of
freedom.6 Some of this disagreement is explained by the 
uctuations for the Crab
Nebula on the 1-day time scale shown in the previous chapter. Regardless the
cause of this poor result was explored because the probability value is a �4.5�
e�ect. As can be seen in Table 6.6, 1ES1741+196 has the largest signi�cance
found on the 1-day time scale for any of the AGN analyzed (3:7�), including Mrk
421. Analysis of each individual point for this AGN shows that the majority
of the contribution to the reduced �2 comes from 9 points, 7 of which are low
by more than 3�, while the other 2 are >3� high. None of these points had
very small exposure times which would allow for extreme e�ects in the resulting

6The actual reduced �2 for III Zw 2 is 1.25 (shown as 1.3).
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AGN 150 100 50 30 21 14 10 7 5 3 1
1426+428 0.6 0.6 1.2 1.9 2.1 2.9 2.9 2.9 2.9 2.9 3.3
Mrk 501 2.3 2.2 2.5 2.5 2.6 2.7 3.0 3.0 3.2 3.2 3.0

1959+650 1.6 1.9 2.3 2.6 2.7 2.8 2.9 3.2 2.8 2.8 2.4
2344+514 2.6 2.3 2.5 2.8 2.9 2.8 3.1 3.4 3.2 3.1 2.8
0033+595 0.5 0.6 1.5 2.2 2.5 2.8 2.8 2.8 2.8 2.8 3.2
0110+418 2.6 3.2 2.8 3.0 3.1 3.1 3.0 2.9 2.9 3.0 2.6
0152+017 2.1 1.9 2.3 2.4 2.6 2.7 3.0 4.0 3.4 3.8 3.5
0153+712 1.5 1.6 1.8 2.6 2.6 2.4 2.5 2.6 2.7 3.0 3.3
0214+517 1.2 1.9 1.8 2.1 2.2 2.3 2.6 2.3 2.5 2.7 2.9
0314+247 1.9 2.1 2.2 2.1 1.8 1.9 2.6 2.6 2.8 2.7 3.2
0656+426 0.9 1.3 1.9 2.1 2.5 2.7 2.9 2.7 2.9 2.9 2.9
Mrk 180 1.8 2.1 2.6 3.1 2.9 2.6 2.5 2.7 3.7 3.0 3.0

1532+302 2.3 2.0 2.1 2.9 2.9 3.1 2.9 2.8 2.9 2.7 3.2
1610+671 2.1 1.9 2.4 2.1 2.7 3.2 2.9 2.8 2.9 3.0 3.6
I Zw 187 1.8 2.2 2.3 2.4 2.3 2.4 2.5 2.7 2.8 3.3 3.3
1741+196 2.2 2.3 2.9 3.2 3.3 3.5 3.3 3.0 2.9 2.9 3.7
2321+419 0.8 1.2 1.8 2.6 2.7 3.0 3.0 2.7 2.8 3.0 2.7
2322+346 3.4 2.7 3.1 3.2 2.9 3.0 3.0 2.7 3.7 3.3 3.1
III Zw 2 3.0 3.0 3.7 3.6 4.0 3.6 3.6 3.3 3.3 3.0 3.7

0138+398 0.7 1.0 1.7 2.5 2.6 2.6 3.2 3.5 3.4 3.0 3.1
0321+33 1.9 2.0 2.3 2.3 2.2 2.5 2.5 3.1 3.1 3.8 3.1
1413+436 1.9 1.8 2.5 2.4 3.2 2.8 2.5 2.8 2.7 3.3 3.3
2209+184 2.0 2.0 2.3 2.3 2.7 3.1 3.5 3.5 3.6 3.5 2.8
W Comae 1.6 1.9 2.7 2.4 2.7 2.8 2.6 2.7 2.5 2.7 3.0

3C371 1.8 2.0 1.9 1.8 2.4 2.0 2.0 2.4 2.5 2.8 2.5
BL Lac 1.4 2.0 2.8 2.6 2.8 3.0 3.0 3.2 3.1 3.6 3.4

No. Ind. Bins 5 7 12 20 28 41 57 79 112 181 531

Table 6.6: Table showing the maximum signi�cance in standard deviations found
on a given time scale for the 26 undetected AGN. The time scales range from 1 to
150 days. The bottom line shows the minimum number of independent bins that
must be accounted for in the statistical interpretation of this value.
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Figure 6.14: Figure showing the distribution of �2 probabilities found, for 9 time
scales, from �ts to all possible sets of independent bins of the fractional excess
versus time to a constant for each of the 26 undetected AGN.
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AGN 150 100 50 30 21 14 10 7 5 3 1
1426+428 0.2 0.3 0.6 0.7 0.8 1.1 1.2 1.2 1.2 1.1 1.2
Mrk 501 0.2 0.3 0.7 0.8 0.9 1.1 1.1 1.2 1.2 1.2 1.2

1959+650 1.1 1.1 1.0 1.2 1.2 1.1 1.0 0.9 1.0 0.9 1.0
2344+514 0.8 0.7 0.9 1.0 1.1 1.1 1.0 1.1 1.1 1.1 1.1
0033+595 0.2 0.4 0.5 0.6 0.7 0.8 0.8 0.8 0.9 0.9 1.0
0110+418 1.7 1.7 1.9 1.8 1.6 1.4 1.3 1.2 1.1 1.2 1.1
0152+017 0.5 0.6 0.9 0.8 0.9 0.9 1.0 1.1 1.2 1.2 1.2
0153+712 0.6 0.5 0.7 0.8 1.0 1.0 1.0 1.0 1.0 1.1 1.0
0214+517 0.6 0.6 0.9 0.9 0.8 0.8 0.9 0.9 0.9 0.9 1.1
0314+247 1.9 1.4 1.2 1.1 1.1 1.1 1.1 1.2 1.2 1.1 1.1
0656+426 0.7 1.2 1.1 1.2 1.2 1.2 1.1 1.1 1.0 1.0 1.1
Mrk 180 1.5 1.1 0.9 0.9 0.9 0.9 0.9 1.0 1.0 1.0 1.0

1532+302 1.0 1.2 1.1 1.4 1.3 1.2 1.2 1.1 1.1 1.1 1.1
1610+671 1.7 1.3 1.2 1.3 1.2 1.3 1.3 1.2 1.2 1.0 0.9
I Zw 187 2.3 1.8 1.4 1.2 1.1 1.0 1.0 1.1 1.1 1.1 1.1
1741+196 0.7 0.4 0.9 0.8 0.8 0.9 1.1 1.2 1.2 1.2 1.3
2321+419 0.4 0.8 1.4 1.2 1.2 1.2 1.3 1.2 1.1 1.1 1.1
2322+346 0.8 0.9 0.8 1.0 0.9 1.0 0.9 0.9 1.0 1.0 1.1
III Zw 2 1.0 1.2 1.1 1.2 1.3 1.2 1.3 1.1 1.2 1.2 1.3

0138+398 0.5 0.8 0.9 1.1 1.2 1.2 1.1 1.1 1.1 1.1 1.0
0321+33 0.9 0.8 1.4 1.2 1.1 1.0 1.1 1.1 1.1 1.2 1.2
1413+436 1.8 1.3 1.0 0.8 1.0 1.1 1.2 1.1 1.1 1.2 1.2
2209+184 1.4 1.3 1.1 1.4 1.4 1.3 1.3 1.2 1.2 1.1 1.1
W Comae 0.5 0.7 1.1 1.1 1.3 1.4 1.2 1.1 1.1 1.1 1.1

3C371 0.6 0.7 1.0 0.9 0.9 1.0 0.9 0.9 0.9 1.0 0.9
BL Lac 0.6 0.8 1.1 1.0 1.2 1.2 1.2 1.2 1.1 1.1 1.1

D.O.F 4 6 11 19 27 40 56 78 111 180 530

Table 6.7: Table showing the reduced �2 corresponding to the median probability
found from �ts to a constant of all possible sets of independent bins of the frac-
tional excess versus time for a given AGN on various time scales. The 11 time
scales range from 1 to 150 days in length. The bottom line shows the number of
degrees of freedom in the �t.
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signi�cance. However, the presence of so many points on the low side, with not so
many on the high side, insinuates that something odd was occurring, therefore all
9 were removed from the data set. Removing these points from the �t resulted in a
reduced �2 of 1.1. Therefore, no 
aring behavior was observed from 1ES1741+196
on the 1-day time scale. Hence, no signi�cant excess was found from the positions
of any of the 26 remaining candidate AGN on any time scale.

6.5.2 Upper Limits

As discussed earlier, no signi�cant excess was found for any of the other 26
candidate AGN on any time scale. While a detection of a source with high statis-
tical signi�cance is clearly desirable, the lack of such a �nding can still produce
scienti�cally meaningful results. As discussed in Chapter 4, an upper limit on the
integral 
ux value from a source can be calculated. This value is how \bright"
a source could have been, at some con�dence level, for it to have remained un-
detected by Milagro. This value can have signi�cant importance in constraining
models of TeV emission from blazars. Further, some of the undetected AGN are
known to be sources of TeV photons. If the reported 
ux from these sources is be-
low the upper limit established by observations with Milagro, the non-detection
is in agreement with expectations. This is because it would show that while a
certain source is known to emit TeV gamma-rays, it was not bright enough to be
detected by Milagro.

To determine the upper limit, the di�erential 
ux normalization, IÆ, is cal-
culated by substituting the 90% con�dence limit on the number of events from
a particular source, N90, for the excess, �, in Eq. 4.18. The value to which the

ux is normalized is the median energy, Emed, expected for events detected by
Milagro given the assumed spectrum. This value is determined using the method
discussed in Section 4.4.2. Using the median energy makes the choice of di�er-
ential spectrum involved in the calculation insigni�cant. This is clearly desirable
as the actual spectrum of the undetected sources is for the most part unknown.
The value chosen for the determination of IÆ is that of a source with a di�erential
spectrum similar to that of the Crab Nebula. This spectrum is a power law with
spectral index, � = 2:6. Once IÆ has been determined, the value is integrated
using Eq. 4.19, and results in an upper limit on the integral 
ux from the source
at the 90% con�dence level. The integration is performed from the median en-
ergy of observation, Emed, up to 100 TeV assuming the same power law spectrum
(� = 2:6); no spectral cuto� is assumed. The motivation for choosing this spec-
trum is provided by the spectra determined for AGN detected at TeV energies.
Mrk 421 and Mrk 501 are the two most extensively studied AGN at TeV energies.
The spectrum found for these objects is a power law with an exponential cuto�
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shown in Eq. 6.1. While the spectral index determined by Whipple for Mrk 421
(� = 2:14) and Mrk 501 (� = 1:95) are harder than the one chosen, the presence
of an exponential cuto� in these objects (4.3 TeV and 4.6 TeV respectively) makes
the spectra e�ectively softer. Other AGN observed at TeV energies, 1ES2344+514
and 1ES1959+650, have a measured spectral index consistent with the value cho-
sen (� = 2:6). The spectrum determined for 1ES2344+514 is a power law with
spectral index, � = 2:5 (Catanese et al., 1998). A preliminary analysis of very re-
cent Whipple observations of 1ES1959+650 �nd the spectrum to be �t by a power
law with spectral index � = 2:4� 0:14. This detection (13�) is currently unpub-
lished, but reported on their website (http://egret.sao.arizona.edu). Finally, a
soft power law spectrum was found for for 1ES1426+428, � = 3:55 (Horan et al.,
2002). Since it is not clear which of these objects would be most characteristic of
the AGN selected for study, a power law spectrum with spectral index, � = 2:6,
was chosen as it represents the middle ground. Table 6.8 shows the median en-
ergy for Milagro, as well as the upper limits at the 90% con�dence level on the
number of detected events, di�erential 
ux normalization, and integral 
ux above
the median energy for each of the candidate AGN studied by Milagro.

6.5.3 Error on the Upper Limits

Statistical Error

There are two sources of statistical error in the 
ux upper limits determined.
The largest is due to 
uctuations in the number of excess events observed from
the source. The other is from the uncertainty in determining the number of
background events expected. However, the time sloshing technique, discussed in
Chapter 4, utilized to estimate the background makes the size of this error small.
Regardless of the individual contributions, the determination of N90 accounts for
the statistical error. Therefore, no statistical error bars are required on the upper
limits.

Systematic Error

Although the statistical errors are included in the determination of the 
ux
upper limits, the same systematic errors described in Section 5.5 are applicable to
the results. These include the possible systematic e�ect of the predicted angular
resolution. As discussed in Section 5.5.5, the total systematic error estimated for
the integral 
ux is +65%/-45%. Another source of systematic error, not included
in this value results from the choice of spectral index. While the value of the
spectral index (� = 2:6) was chosen, it is not clear that this is correct. Therefore,
the upper limit on the integral 
ux above the median energy shown in Table 6.8
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Median I(� EÆ)
Energy IÆ x 10�13 x 10�13

AGN z N90 EÆ (TeV) (cm�2 s�1 TeV�1) (cm�2 s�1)
1426+428 0:129 1325 2:5 4:7 7:3
Mrk 501 0:034 3800 2:5 12:9 20:1

1959+650 0:048 1131 6:0 1:5 5:6
2344+514 0:044 3814 3:0 11:5 21:5
0033+595 0:086 940 4:0 2:2 5:5
0110+418 0:096 3114 2:5 10:8 16:8
0152+017 0:080 1182 8:0 2:2 10:9
0153+712 0:022 746 10:0 0:7 4:1
0214+517 0:049 1795 3:0 5:4 10:1
0314+247 0:054 1434 2:5 6:5 10:1
0656+426 0:059 1270 2:5 4:4 6:9
Mrk 180 0:046 821 8:0 0:9 4:6

1532+302 0:064 1443 2:5 5:4 8:4
1610+671 0:067 1261 7:0 1:5 6:3
I Zw 187 0:055 1500 3:0 4:1 7:6
1741+196 0:083 3371 3:0 12:8 24:0
2321+419 0:059 1390 2:5 4:8 7:5
2322+346 0:098 3793 2:5 13:1 20:4
III Zw 2 0:090 1674 5:0 3:6 11:2

0138+398 0:080 1339 2:5 4:5 7:1
0321+33 0:062 2056 2:5 7:2 11:1
1413+436 0:090 2067 2:5 7:4 11:5
2209+184 0:070 2173 3:0 8:8 16:4
W Comae 0:102 1968 2:5 7:8 12:1

3C371 0:051 1282 8:0 1:4 6:7
BL Lac 0:069 2404 2:5 8:4 13:2

Table 6.8: Table showing the redshift, median energy of observation (EÆ), 90%
con�dence limits of the number of events (N90), di�erential 
ux normalization (IÆ),
and integral 
ux above the median energy, I(� EÆ), for each of the candidate AGN
not detected by Milagro. A power law spectrum with spectral index � = 2:6 and
no cuto� is assumed.
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was determined for each AGN for spectral indices of � = 2:0 and � = 3:2. The
harder index always results in a larger upper limit (21% greater on average), and
the softer index results in a smaller upper limit (48% less on average). Therefore
the systematic error on the integral 
ux upper limit that results from the estima-
tion of the spectral index is +21%/-48%. Adding this in quadrature with all the
other contributions to the systematic error results in a total systematic error of
�65% for the upper limit of the integral 
ux above the median energy shown in
the table.

6.5.4 Comparison of Upper Limits

Comparison to Flux in Known Sources of TeV Photons

Some of the undetected AGN are known to be sources of TeV photons. Com-
parison of the upper limits determined by Milagro to the 
ux reported from known
sources of TeV photons is performed in this section. The results show that the
non-detection of these sources is in agreement with expectations.

The blazar, Mrk 501, has been detected by many observatories at TeV energies,
including a less sensitive version of Milagro, known as Milagrito (Atkins et al.,
1999). The 
ux from this object has been shown to be highly variable. It is
dim at the normal, quiescent level, and very bright during 
aring periods. It is
during such a 
are in 1997 that it was detected by Milagrito. There have been no
reports of 
aring behavior at TeV energies for Mrk 501 during the time period of
observations by Milagro. Therefore the non-detection of it by Milagro is somewhat
expected. This is shown using the quiescent level of the integral 
ux from Mrk
501 in 1995 as reported by Whipple (Quinn et al., 1996). While it is known that
the 
ux from Mrk 501 varies signi�cantly over time, the 1995 level should be a
reasonable indicator of the level of 
ux expected from it during the observations
of Milagro. The integral 
ux reported by Whipple is (8:1 � 1:4) � 10�12 cm�2

s�1, above a threshold of 300 GeV. Unfortunately no spectral index is quoted in
the paper. Using the upper limit on the di�erential 
ux normalization for Mrk
501 shown in Table 6.8, the upper limit on the integral 
ux above 300 GeV is
5:9� 10�11 cm�2 s�1. This value assumes a spectral index of � = 2:6. Although
there are suggestions in the Whipple paper that a harder di�erential index of
�=�2.0 is appropriate, the value from Milagro is then smaller by factor of �2.
Regardless, the upper limit reported for Mrk 501, is well above the quiescent 
ux
from Mrk 501. Therefore, it can be stated the Milagro result from Mrk 501, a
non-detection, is consistent with expectations.

Emission at TeV energies has also been detected from the blazar, 1ES2344+514,
by Whipple (Catanese et al., 1998). During their observations in 1995-1996, a 6�
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excess was observed on one evening. This result implied a integral 
ux greater
than 350 GeV of (6:6� 1:9)� 10�11 cm�2 s�1. The observations from 1995-1996,
not including the 
are, yielded a 4� excess indicating an integral 
ux greater than
350 GeV of (1:1�0:4)�10�11 cm�2 s�1. The spectral index utilized in the Whip-
ple calculations was � = 2:5. Using the di�erential 
ux normalization shown in
Table 6.8, the upper limit on the integral 
ux above 350 GeV was calculated for
Milagro. This value is 6:6 � 10�11 cm�2 s�1. Clearly the average level of 
ux
reported from 1ES2344+514 by Whipple is lower than the upper limit from Mi-
lagro. Therefore, while no signi�cant excess was observed from 1ES2344+514 by
Milagro, this is consistent with expectations. Further the 
ux reported on the
brightest night of observations by Whipple is the same as the upper limit from
Milagro. As the value for Milagro is the average result from 499.3 days of ex-
posure, it is likely that Milagro would not have observed even the brightest 
are
known so far from this object.

The blazar 1ES1426+428 has also been detected by several TeV observatories.
During the 2000-2001 observations by Whipple which detected the AGN with a
signi�cance of 5:5�, the integral 
ux above 280 GeV was observed to be (2:04 �
0:35) � 10�11 cm�2 s�1 (Horan et al., 2002). This value was calculated for a
soft power law spectrum of � = 3:55. During previous observing campaigns by
Whipple this object was not detected and the resulting upper limits are much
less than the 
ux in 2000-2001, indicating that 1ES1426+428 experienced a 
are
during the observations by Whipple and Milagro. Unfortunately, even though it

ared, 1ES1426+428, was not observed to have a signi�cant excess in the Milagro
data set analyzed. The resulting 90% con�dence limit on the integral 
ux from this
object above 280 GeV, with the same spectrum, is 12:1� 10�11 cm�2 s�1. Clearly
the 
ux reported during this 
are is much less than this, which is consistent with
the source not being detected by Milagro.

The detection of 1ES1959+650, currently unpublished but reported on the
Whipple website (http://egret.sao.arizona.edu), occurred after the end of the data
set analyzed in the AGN study. The preliminary 
ux found had a maximum of 2.5
times that of the Crab. However, it is not clear that this value is appropriate for
comparison since represents the largest 
ux observed on two nights of observation
occurring after the end of data set. Therefore, it can not be stated whether
the non-detection of 1ES1959+650 is in agreement with expectations. Although
the statement can be made that the 
ux from this blazar could not have been
consistently this large during Milagro data taking, or else it would have been
detected in this study. Comparison to the upper limit on the 
ux from this object
previously published by Whipple is performed in Table 6.9.
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Comparison to Published Flux Upper Limits from Other AGN

Upper limits on the integral 
ux from some of the candidate AGN are published
by the Whipple group (Buckley, 1999). Although the energy threshold is di�erent
for the Whipple upper limits, the results from Milagro can be calculated above
this threshold and compared. Table 6.9 shows the 99% upper limits on the integral

ux above the indicated energy threshold of observations published by Whipple for
these candidate AGN. Also shown in the table is the 99% con�dence limits from
Milagro observations of these objects, as well as the ratio of these values. While
the Whipple results are lower, the Milagro results are competitive and therefore
useful. Further, this shows that upper limits from Milagro for AGN that do
not have upper limits presently published are useful as well. This is especially
important as Milagro is capable of simultaneously observing all AGN within its
�eld of view with almost 100% duty cycle. Therefore, useful upper limits can be
obtained from the Milagro data for almost all AGN in the northern sky.

Whipple Whipple Milagro
EÆ I(�Eo) x 10�11 I(�Eo) x 10�11 IM

IW

AGN z (TeV) (cm�2 s�1) (cm�2 s�1)
3C371 0.051 0.35 1.9 15.0 7.9
BL Lac 0.069 0.35 0.53 4.6 8.7

W Comae 0.102 0.35 0.59 4.4 7.5
Mrk 180 0.046 0.35 1.1 11.4 10
I Zw 187 0.055 0.5 0.69 2.2 3.2

1ES1741+196 0.083 0.35 0.48 9.8 20
1ES1959+650 0.048 0.35 1.3 8.5 6.5
1ES2321+419 0.059 0.35 1.1 3.0 2.7

Table 6.9: Table showing the redshift, Whipple energy threshold (EÆ), Whipple
99% con�dence limits of the integral 
ux above the threshold, I(� EÆ), Milagro
99% con�dence limits of the integral 
ux above the threshold, I(� EÆ), and the
ratio of those upper limits. For the Milagro results, a a power law spectrum with
spectral index � = 2:6 and no cuto� is assumed.

Comparison of Upper Limits to Predictions

The upper limits from Milagro are competitive with those reported by air-
Cherenkov telescopes such as Whipple, making them useful in constraining mod-
els of TeV emission. In a recent publication (Constamante and Ghisellini, 2002)
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the integral 
ux above 1 TeV was predicted for AGN (blazars) likely to be sources
of TeV photons using two di�erent models. In one model, a synchrotron self-
Compton model (SSC), described in Chapter 2, aimed to �t the measured syn-
chrotron component of the spectral energy distribution (SED), was used to predict
the inverse Compton spectrum and correspondingly the 
ux of TeV photons. In
the other model, the 
ux of TeV photons is calculated using a di�erent model
thought to describe the average SED of blazars. This model, a slightly modi�ed
version of one previously published (Donato et al., 2001), uses the radio luminosity
to predict the inverse Compton power. Neither model accounts for the possible
absorption of TeV photons by the infrared background radiation. However, the
e�ect is likely to be small since the AGN are close (z<0.1). The second model
tends (almost always) to predict a larger 
ux of TeV photons. In many cases the
di�erence is several orders of magnitude. Both models predict 
uxes which are
in agreement with measurements of already detected TeV sources. Therefore, in
order to determine which model is the best indicator of the TeV 
ux requires com-
parison of the results from other AGN. This comparison not only sheds light on
the underlying phenomena in AGN, but has implications regarding which sources
should be selected for observation by TeV observatories with a pointed, small
�eld-of-view and limited duty cycle such as the imaging air-Cherenkov telescopes
described in the introductory chapter. Table 6.10 shows the predictions (when
available) of each of these models for the integral 
ux greater than 1 TeV, as well
as the 90% upper limit on that 
ux determined by Milagro.

SSC (low E �t) Avg. SED Milagro 90%
Model Model Upper Limit

AGN I(�1 TeV) I(�1 TeV) I(�1 TeV)
BL Lac NA 0.43 0.57

1ES0033+595 0.04 0.48 0.51
RGB0214+517 0.0062 1.43 0.59

Mrk 180 NA 1.93 1.3
I Zw 187 NA 1.23 0.44

1ES1741+196 0.01 0.84 1.4
1ES1959+650 NA 1.74 0.99

Table 6.10: Table showing the predictions of two models for the integral 
ux
greater than 1 TeV from selected AGN, as well as the 90% upper limit on that

ux determined by Milagro. The SSC (low E �t) model is the �rst described, and
the Avg. SED Model is the second. The units are 10�11 cm�2 s�1.

166



The table shows that the predictions for the integral 
ux above 1 TeV are
signi�cantly below the 90% upper limit determined by Milagro for the �rst model.
The predictions from the second model are above the Milagro upper limit in 3
of the cases. This is true even when the systematic error (�65%) is accounted
for. The Milagro upper limit is comparable to the predictions in the remaining
4 cases. Therefore, some evidence is provided by the Milagro observations that
the �rst model is a better indicator of the TeV 
ux. Although, the results from
observations of more AGN are required to make conclusive statements regarding
this.
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Chapter 7

Conclusions

The Milagro gamma-ray observatory is a unique EAS array which uses a water-
Cherenkov technique to continuously monitor the sky for astrophysical gamma-
ray emission near 1 TeV. Milagro's large aperture and high duty cycle allow it
to serve as an all-sky monitor in the VHE regime, enabling the study of a wide
range of physics topics. The results from a study of TeV emission from the Crab
Nebula and 27 selected AGN using Milagro are summarized in this chapter. Future
improvements to Milagro are also discussed.

7.1 Summary of Results

7.1.1 The Crab Nebula

Since the Crab Nebula is the standard reference for TeV gamma-ray astronomy
due to its steady and relatively large 
ux, the purpose of studying the Crab Nebula
was to demonstrate that Milagro functions as expected. In this sense the study
was successful. Milagro successfully observed the Crab Nebula during 2.6 years of
data taking (2.0 years of exposure). The detected signi�cance (4.7�) corresponds
to a sensitivity to the Crab Nebula of 3.4� per year of exposure. The signal from
the Crab Nebula is observed to be steady in time for time scales longer than �30
days indicating that the sensitivity of the detector is stable in time. Using the
signal from the Crab Nebula, the analysis techniques and data cuts were shown to
be reasonable. The integral 
ux greater than 1 TeV measured by Milagro from the
Crab Nebula is low, but in agreement within errors, compared to the 
ux reported
by VHE observatories such as Whipple and HEGRA. As the results of the study
of the Crab Nebula at TeV energies demonstrate that Milagro operates in a stable
manner with a sensitivity that is both understood and expected from observations
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by other observatories, it can be assumed that the results from observations of a
variety of astrophysical objects are accurate.

7.1.2 Selected AGN

Several AGN have been detected at TeV energies by a variety of observatories.
The emission from these objects is highly variable and characterized by 
aring
behavior, where the 
ux increases dramatically on small time scales. Due to the
variable nature of these objects, Milagro's ability to continuously monitor the
overhead sky, even during daytime transits, makes it well suited for studies of
AGN. In the study of 27 selected AGN during 1.5 years of data taking (1.4 years
of exposure) with Milagro, Mrk 421 was detected with a signi�cance of 4.0� (3.4�
per year of exposure). This detection coincides with 
aring behavior observed by
several other TeV observatories in early 2001. The average 
ux measured from
Mrk 421 during this time is comparable to that of the Crab Nebula. Since it
is known that Mrk 421 was not bright at TeV energies during the entire data
interval studied, a time scale analysis of the signal from Mrk 421 was performed.
The results suggest that the signal from Mrk 421 was not accumulated in a manner
that is consistent in time for time scales longer than � 50 days. However, the
sensitivity of Milagro is too low to isolate exactly when the 
are of Mrk 421
occurred. In order to more closely study the response of Milagro to the 
are of
Mrk 421, an a priori 
are interval was determined using information from the
RXTE all-sky monitor. During this interval of 154 days (142 days of exposure)
Mrk 421 was observed with a signi�cance of 4.3� (7.0�/year). The 
ux found
from Mrk 421 by Milagro during this 
are interval is about twice that of the
Crab Nebula and in agreement with the value found by HEGRA. No emission
was observed on any time scale from any of the 26 other AGN selected for study
with Milagro. Although several (4) of the other AGN selected for study are known
to be emitters of TeV photons, the upper limits on the integral 
ux determined
by Milagro are above the 
ux reported from these objects by other observatories.
Thus, the non-detection of these four AGN are consistent with expectations. The
upper limits determined for the non-detected AGN are competitive with those
established by Whipple and are useful for constraining models of TeV emission in
AGN, ruling out at least one model.

7.2 Future of Milagro

Although Milagro has successfully observed TeV gamma-ray sources, two im-
provements to the detector are currently being implemented. The �rst is the
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deployment of 175 water tanks as Cherenkov detectors, known as \outriggers",
surrounding the pond. Use of the outriggers will substantially improve the an-
gular resolution, the gamma-hadron separation, and the energy determination of
events that trigger Milagro. The second improvement is the installation of smart
triggering processors which will lower the energy threshold of Milagro.

7.2.1 Outriggers

The lateral extent of Milagro is smaller than that of a typical EAS which
triggers the detector. This causes much diÆculty in determining the core position
of the EAS. Knowledge of the core position is important as the shower front of an
EAS is curved. As discussed in Chapter 3, this requires application of a correction,
which depends on distance to the �t core position, to account for the curvature
before the shower front is �t to a plane. Any improper determination of the
core position results in the wrong curvature correction being applied, degrading
the angular resolution. Inaccurate knowledge of the core position also makes it
diÆcult to distinguish between a low-energy shower hitting the pond and a high-
energy shower far away, resulting in a poor energy determination. Finally, the
gamma-hadron separation in Milagro can be improved by the proper knowledge
of the core position.

In order to increase the lateral extent of Milagro, resulting in a better deter-
mination of the core position, 175 individual cylindrical water tanks, 0.91 m in
height by 2.4 m diameter, made of black polyethelene and lined in the interior
with Tyvek are being deployed. Each of the tanks is �lled with water and has an
individual PMT facing down from the top, enabling it to function as an individual
water-Cherenkov detector capable of measuring the particles in an EAS with high
eÆciency. The tanks are deployed over a 200 m x 200 m area surrounding the
pond as shown in Figure 7.1. Studies show that the outrigger array will increase
the sensitivity of Milagro by at least a factor of 2, as well as improving the energy
resolution (Sullivan, 2001).

7.2.2 Smart Triggering

The simple multiplicity trigger, discussed in Chapter 3, used during data taking
for this thesis limits the low energy reach of Milagro. The DAQ system for Milagro
can currently handle a trigger rate of �2 kHz which is reached at a multiplicity
of �55 top layer PMTs hit within an 200 ns coincidence window. At smaller
PMT multiplicities the trigger rate, shown in Figure 3.7, becomes exponentially
larger and is higher than the DAQ's ability to read the data out. While the
DAQ cannot handle the trigger rate associated with lower multiplicities, Milagro
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Figure 7.1: Plan for the layout of the outrigger array (Sullivan, 2001). The Milagro
pond will be surrounded by �170 outriggers.

is capable of reconstructing gamma-ray showers with good angular resolution and
high eÆciency down to a level of �10 PMTs hit. Since the increase in trigger rate
is predominantly due to non-shower events such as single muons, rejecting these
events allows for the threshold to be reduced. Therefore, custom trigger processors
which utilize both the time signature information and muon layer information
to perform this rejection and reduce the threshold have recently been installed.
This lower trigger threshold results in a lower energy threshold, increasing the
sensitivity of Milagro to gamma-ray sources, particularly to those at cosmological
distances, where higher energy gamma-rays are attenuated due to interactions
with the extragalactic background light.

171



7.3 Conclusion

Milagro has been operating since June 1999, and has successfully observed two
TeV gamma-ray sources. Clearly Milagro should be able to observe similar phe-
nomena with appreciable signi�cance, especially since improvements to Milagro
currently being implemented will allow for even more sensitive studies to be per-
formed. This, coupled with the ability of Milagro to observe transient phenomena
such as GRBs, demonstrates that Milagro is capable of signi�cant contributions
to the �eld of TeV astrophysics.
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Appendix A

Time Scale Plots for the Crab

Nebula

This appendix contains �gures referred to in Chapter 5. These plots are used
in the analysis of the temporal behavior of the observed excess from the Crab
Nebula on eleven short-term time scales. The �rst three �gures show the rolling
signi�cance for the bin centered on the Crab Nebula for the eight time scales not
shown in Section 5.2.1. These were used to identify the appropriate time bin
of maximum and minimum signi�cance in the maximum deviation method. In
these plots, the signi�cance of the number of excess events detected is calculated
for the appropriate time bin beginning on the date of the point. Neighboring
points for the time scales longer than 1 day are highly correlated. The remaining
ten �gures show the fractional excess versus time for the ten time scales not
shown in Section 5.2.2. These plots illustrate the all possibility method, which
determined that the signal from the Crab Nebula was accumulated in a manner
that is consistent with being constant in time for the time scales longer than �30
days. The choice of independent bins shown is the one which corresponds to the
median �2 probability. The constant �t to these bins is also shown.
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Figure A.1: This �gure shows the rolling signi�cance of the excess found at the
position of the Crab Nebula for the 14, 50, and 150-day time scales. Entries
are plotted according to the �rst day of the interval. Neighboring points are
correlated.
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Figure A.2: This �gure shows the rolling signi�cance of the excess found at the
position of the Crab Nebula for the 5, 7, and 21-day time scales. Entries are plotted
according to the �rst day of the interval. Neighboring points are correlated.
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Figure A.3: This �gure shows the rolling signi�cance of the excess found at the
position of the Crab Nebula for the 1 and 3-day time scales. Entries are plotted
according to the �rst day of the interval. Neighboring points are correlated for
the 3-day time scale.

176



-0.01

-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

1400 1500 1600 1700 1800 1900 2000 2100 2200 2300

F
ra

ct
io

na
l E

xc
es

s

MJD - 50000

Ju
ly

 1
99

9

Ja
nu

ar
y 

20
00

Ju
ly

 2
00

0

Ja
nu

ar
y 

20
01

Ju
ly

 2
00

1

Ja
nu

ar
y 

20
02

Figure A.4: This �gure shows the fractional excess versus time from the Crab
Nebula for the 150-day time scale. The choice of independent bins is the one
which corresponds to the median �2 probability. The dashed line represents the
constant that was �t to this set of bins.
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Figure A.5: This �gure shows the fractional excess versus time from the Crab
Nebula for the 100-day time scale. The choice of independent bins is the one
which corresponds to the median �2 probability. The dashed line represents the
constant that was �t to this set of bins.
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Figure A.6: This �gure shows the fractional excess versus time from the Crab
Nebula for the 50-day time scale. The choice of independent bins is the one which
corresponds to the median �2 probability. The dashed line represents the constant
that was �t to this set of bins.
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Figure A.7: This �gure shows the fractional excess versus time from the Crab
Nebula for the 21-day time scale. The choice of independent bins is the one which
corresponds to the median �2 probability. The dashed line represents the constant
that was �t to this set of bins.
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Figure A.8: This �gure shows the fractional excess versus time from the Crab
Nebula for the 14-day time scale. The choice of independent bins is the one which
corresponds to the median �2 probability. The dashed line represents the constant
that was �t to this set of bins.
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Figure A.9: This �gure shows the fractional excess versus time from the Crab
Nebula for the 10-day time scale. The choice of independent bins is the one which
corresponds to the median �2 probability. The dashed line represents the constant
that was �t to this set of bins.
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Figure A.10: This �gure shows the fractional excess versus time from the Crab
Nebula for the 7-day time scale. The choice of independent bins is the one which
corresponds to the median �2 probability. The dashed line represents the constant
that was �t to this set of bins.
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Figure A.11: This �gure shows the fractional excess versus time from the Crab
Nebula for the 5-day time scale. The choice of independent bins is the one which
corresponds to the median �2 probability. The dashed line represents the constant
that was �t to this set of bins.
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Figure A.12: This �gure shows the fractional excess versus time from the Crab
Nebula for the 3-day time scale. The choice of independent bins is the one which
corresponds to the median �2 probability. The dashed line represents the constant
that was �t to this set of bins.
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Figure A.13: This �gure shows the fractional excess versus time from the Crab
Nebula for the 1-day time scale. The choice of independent bins is the one which
corresponds to the median �2 probability. The dashed line represents the constant
that was �t to this set of bins.
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Appendix B

Time Scale Plots for Mrk 421

This appendix contains �gures referred to in Chapter 6. These plots are used
in the analysis of the temporal behavior of the observed excess from Mrk 421 on
eleven short-term time scales. The �rst three �gures show the rolling signi�cance
for the bin centered on Mrk 421 for the eight time scales not shown in Section 6.2.2.
These were used to identify the appropriate time bin of maximum signi�cance in
the maximum deviation method. In these plots, the signi�cance of the number
of excess events detected is calculated for the appropriate time bin beginning on
the date of the point. Neighboring points for the time scales longer than 1 day
are highly correlated. The remaining ten �gures show the fractional excess versus
time for the ten time scales not shown in Section 6.2.2. These plots illustrate
the all possibility method, which determined that the signal from Mrk 421 was
accumulated in a manner that is consistent with being constant in time for all
time scales less than 30 days with the exception of the 1 day time scale. Minor
inconsistencies with constant behavior are found on the 3 largest time scales. The
choice of independent bins shown is the one which corresponds to the median �2

probability. The constant �t to these bins is also shown. In each of the �gures
the 2 vertical solid lines indicate the duration of the 
aring period of Mrk 421
as identi�ed using information from the RXTE all-sky monitor. The method for
identifying this 
aring period is discussed in Section 6.3.1.
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Figure B.1: This �gure shows the rolling signi�cance observed at the bin centered
on Mrk 421 versus time for the 14, 50, and 150-day time scales. Entries are plotted
according to the �rst day of the interval. Neighboring points are correlated. The
2 vertical solid lines indicate the duration of the 
aring period of Mrk 421 as
identi�ed using information from the RXTE all-sky monitor.
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Figure B.2: This �gure shows the rolling signi�cance observed at the bin centered
on Mrk 421 versus time for the 5, 7, and 21-day time scales. Entries are plotted
according to the �rst day of the interval. Neighboring points are correlated. The
2 vertical solid lines indicate the duration of the 
aring period of Mrk 421 as
identi�ed using information from the RXTE all-sky monitor.
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Figure B.3: This �gure shows the rolling signi�cance observed at the bin centered
on Mrk 421 versus time for the 1 and 3-day time scales. Entries are plotted
according to the �rst day of the interval. Neighboring points are correlated for
the 3-day time scale. The 2 vertical solid lines indicate the duration of the 
aring
period of Mrk 421 as identi�ed using information from the RXTE all-sky monitor.
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Figure B.4: This �gure shows the fractional excess observed at the position of
Mrk 421 versus time for the 150-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.5: This �gure shows the fractional excess observed at the position of
Mrk 421 versus time for the 100-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.6: This �gure shows the fractional excess observed at the position of
Mrk 421 versus time for the 50-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.7: This �gure shows the fractional excess observed at the position of
Mrk 421 versus time for the 21-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.8: This �gure shows the fractional excess observed at the position of
Mrk 421 versus time for the 14-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.9: This �gure shows the fractional excess observed at the position of
Mrk 421 versus time for the 10-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.10: This �gure shows the fractional excess observed at the position
of Mrk 421 versus time for the 7-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.11: This �gure shows the fractional excess observed at the position
of Mrk 421 versus time for the 5-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.12: This �gure shows the fractional excess observed at the position
of Mrk 421 versus time for the 3-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Figure B.13: This �gure shows the fractional excess observed at the position
of Mrk 421 versus time for the 1-day time scale. The dashed line is the value
resulting from a �t of this information to a constant. The choice of independent
bins corresponds to the median �2 probability. The 2 vertical solid lines indicate
the duration of the 
aring period of Mrk 421 as identi�ed using information from
the RXTE all-sky monitor.
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Appendix C

Detailed Analysis of the Mrk 421

Signal

Since the detection of Mrk 421 represents the second source of TeV photons
detected by Milagro, the same analysis is performed on the detected excess during
the RXTE 
are interval as is described for the Crab in Section 5.3. Again, the
purpose is to explore how the Milagro detector performs versus expectations. The
availability of a second source to make statements about how the analysis performs
allows for stronger conclusions to be drawn regarding the techniques.

C.1 Performance of the Background Rejection

Technique

As the performance of the background rejection technique, the X2 cut, did
not perform as expected from Monte Carlo simulations on the excess detected
from the Crab Nebula, exploration of its e�ects on the signal from Mrk 421 is
undertaken. Without the X2 cut, 3,416,497 events are found in the bin centered
on Mrk 421, yielding an excess above the expected background level, corrected
for signal contamination, of 7380 � 1908 events or 3:9�. Therefore, Milagro has
detected emission from Mrk 421 without use of the background detection tech-
nique. As discussed in Chapter 5, this is not the case for the signal from the
Crab Nebula. Other dissimilarities are found as well in the performance of the
technique. First, use of the X2 cut does decrease the number of excess events
from Mrk 421, as expected. The excess utilizing the X2 cut, 2563� 591, is �35%
of the amount found without it. However, Monte Carlo simulations indicate that
the excess should be reduced by 50% using the cut. Though a decrease in events
is found, it is somewhat too large, although, given the errors, consistent with the
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expectation. Second, the X2 cut does not enhance the signal from Mrk 421 as
much as it did on the Crab Nebula. The Q found for X2 is 1:1+0:5�0:4 whereas a value
of 1.6 is expected. While the Q is in agreement (1:0� low), it is troubling that the
cut performs so well on the Crab (Q=5:5+1�3:2), and not so well for Mrk 421. This
di�erence (1:4�) may be the result of spectral di�erences in the 2 sources, the
di�erence in zenith angles the sources traverse, or even something unexplained.
Regardless, it is clear that the background rejection technique is not completely
understood.

Given the problems with the understanding of the background rejection tech-
nique, further exploration of how the observed Mrk 421 signal behaves as the X2

cut is varied is undertaken. Figure C.1 shows the observed excess of events in the
bin centered on Mrk 421 versus the X2 cut utilized. As a cut of some value retains
all of the events as a cut of a higher value, neighboring points are correlated. Also
shown in Figure C.1 is the number of excess events predicted by Monte Carlo sim-
ulations. The predicted value is normalized in such a way that the prediction at
a cut of X2 � 2:5 is what was measured. As can be seen in the �gure, the number
of excess events detected from Mrk 421 is consistent with predictions for small
values of the X2 cut, while in poor agreement for the higher values of the cut.
It should be noted that there are relatively poor statistics for the predictions at
higher X2 cuts. Thus some modest disagreement may be expected in this regime.
Further, the correlations may make the disagreement in the plot at high values
of the X2 cut appear worse than actual. Comparing Figure C.1 to Figure 5.6
shows a distinct di�erence in the behavior of the excess from Mrk 421 and the
Crab with the X2 cut. For the Crab Nebula the excess at low values of the X2

cut is too small compared to predictions, where it is consistent for Mrk 421. The
opposite e�ect occurs at high values of the X2 cut where the excess is consistent
with predictions for the Crab, and low for Mrk 421. Given these di�erences it is
diÆcult to evaluate how the background rejection technique truly performs.

Figure C.2 shows the signi�cance observed from Mrk 421 versus the X2 cut
utilized. Also shown is that which would be predicted given the expected Q
from Monte Carlo simulations. Again the expectations are normalized in such a
manner that the value measured at X2 � 2:5 is exactly correct. The predictions
don't match the measured values very well. At highX2 values this is likely a result
of poor statistics in the simulation, but for the low values the e�ect is currently
unexplained. What is also clear given the behavior of the signi�cance versus X2

cut, is that it does not help much in improving the detected signi�cance from Mrk
421. As this is not the case with the Crab Nebula, it is clear that the X2 cut is
not well explained by the Monte Carlo simulations.
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Figure C.1: Plot of the excess events observed in the bin centered on the true
position of Mrk 421 versus X2 cut. Neighboring points are correlated. The solid
line represents the expected behavior from the Monte Carlo simulation normalized
to the value of the excess measured with a cut keeping only events with X2 � 2:5.
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Figure C.2: Plot of the signi�cance observed in the bin centered on the true
position of Mrk 421 versus X2 cut. Neighboring points are correlated. The solid
line represents the predicted behavior from Monte Carlo simulation normalized to
the value measured at X2 � 2:5.
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C.2 Performance Versus Bin Size

Given that the performance of theX2 cut shows di�erent results for the two de-
tected sources and generally does not match the expectations from Monte Carlo
simulations very well, exploration of how the Mrk 421 signal behaves for other
cuts and analysis parameters is undertaken. Shown in Figure C.3 is the excess
events observed from the Mrk 421 versus bin size. As a bin of smaller radius is
completely contained by a bin of larger radius, neighboring points are correlated.
The solid line in Figure C.3 is the predicted number of excess events. This value
is determined using the percentage of events that should fall within the source
bin, given the chosen data cuts, according to Monte Carlo simulations. The plot
is normalized in a manner that the value measured at the bin size used for the
analysis is exactly what is predicted. As can be seen there is agreement with the
data and prediction from simulations, as is seen in the behavior of the excess from
the Crab Nebula. Given the similar behavior in two sources, the Monte Carlo
simulations predict the angular resolution of the detector reasonably. However,
the same systematic trend is observed as for the Crab Nebula. Namely, at small
bin sizes the number of excess events observed is low compared to predictions, and
the number of excess events observed is consistently high compared to predictions
at large bin sizes. While this e�ect is overstated by the correlations in the plot, it
is again suggestive that the actual resolution of the detector may in fact be under-
estimated. As discussed in Section 5.3.2, a worse angular resolution would change
the shape of the predicted curve. This is shown by the dashed line in Figure C.3
which is the predicted curve that results when the di�erence in true direction and
reconstructed direction, �angle, is made 20% worse for every reconstructed event in
the Monte Carlo simulations (a simple approximation which degrades the angular
resolution). This curve is also normalized in a manner such that it agrees with the
measured value at r=1.1848Æ. While the original predicted curve is in statistical
agreement with what is measured, the curve which represents the prediction with
a worse angular resolution matches the measured values even better. Since this
same trend is observed in the analysis of the signal from the Crab Nebula, the
case that the Monte Carlo simulations predict that the angular resolution of the
detector too well is strengthened.

Figure C.4 shows the observed signi�cance of Mrk 421 versus bin size, with
and without the X2 cut. Also shown are the predictions from Monte Carlo simu-
lations with no degradation in the angular resolution. The predicted signi�cance
with and without the X2 cut is similar for bin radii below 1 degree, because the
average angular resolution of showers not passing the X2 cut is slightly better.
The predictions from Monte Carlo simulations match the measured values when
the X2 cut is applied for Mrk 421, as they do for the signal from the Crab Nebula.
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Figure C.3: Plot of the excess events observed in the bin centered on the true
position of Mrk 421 versus bin size. Neighboring points are correlated. The solid
line represents the expectations from Monte Carlo simulation normalized to agree
with the results at the nominally optimal bin radius, r = 1:1848. The dashed
line represents the expectations from Monte Carlo simulations, also normalized to
agree with the results at r = 1:1848, if the angular resolution was systematically
degraded by 20% from the original prediction.
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Figure C.4: Plot of the signi�cance observed in the bin centered on the true
position of Mrk 421 versus bin size. Shown are results with and without utilizing
the X2 cut. Neighboring points are correlated. The expected signi�cance is shown
by the solid lines, normalized in a manner that the prediction at the optimal bin
radius, r = 1:1848 agree perfectly with what was measured.
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The predictions also are not a bad match in the absence of an X2 cut. This is
not the case for the signal from the Crab Nebula, and provides further evidence
that something odd is occurring with the observations of the Crab Nebula without
utilizing the X2 cut.

Naturally the better agreement of predictions with measured values of excess
events seen when a degraded angular resolution is utilized translates into better
agreement of the measured signi�cance with predictions using a worse angular
resolution. An angular resolution worse than Monte Carlo simulations predict
would result in a larger bin size required to retain an ideal fraction fraction of
signal events. Use of a larger bin increases the excess and signi�cance found
for Mrk 421, providing further motivation that the angular resolution is worse
than predicted. Since degrading the angular resolution in the Monte Carlo also
brings the 
ux measured from the Crab Nebula into better agreement with values
from other instruments, there is much evidence that the Monte Carlo simulations
predict the angular resolution to be too good.

C.3 Performance Versus Nfit Cut

Figure C.5 shows the detected signi�cance from Mrk 421 versus Nfit cut for
various bin sizes. Since a high Nfit cut improves the angular resolution of the
detector, the optimal bin size will be smaller at larger values. Therefore, the
results from a high Nfit cut should be evaluated with a smaller bin size than the
1.2 degree radius utilized in the standard analysis. As can be seen from the plot,
for almost all bin sizes the signi�cance is approximately constant for cuts up to
40 tubes participating in the �t. After a cut of 50 tubes the signi�cance drops o�
for larger bin sizes. For smaller bin sizes, the signi�cance increases slightly with
increasing Nfit cut, until it drops o� at high Nfit cuts. This is in agreement with
the predictions from Monte Carlo simulations and indicates the the chosen Nfit

cut of 20 PMTs is reasonable. This plot also shows that for bin sizes of 1.4 to 1.6
degrees radius, the signi�cance found is higher than that found for the bin size of
1.2 degrees, for Nfit cuts of up to 100 PMTs participating in the �t. This same
behavior is also observed for the Crab Nebula, providing motivation that the bin
size may be too small. As discussed earlier, this e�ect would be justi�ed if the
Monte Carlo simulations predict to good an angular resolution for the detector.

C.4 Performance Versus Zenith Angle

Figure C.6 shows the excess of events detected from Mrk 421 for various zenith
angle bins. The majority of the detected excess comes from zenith angles of less
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Figure C.5: Plot of the signi�cance observed in the bin centered on the true
position of Mrk 421 versus Nfit cut for various bin sizes. Neighboring points are
correlated.
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than 10 degrees. This behavior is di�erent than was observed from the Crab, and
is also in slight disagreement with what would be expected. The e�ective area
for Milagro shown in Figure 3.18 is relatively constant out to 20 degrees, after
which a decrease is seen. This decrease is not dramatic until zenith angles greater
than 30 degrees are reached. Given the exposure shown in Figure 6.13, which is
approximately constant for each zenith angle bin, it would be expected that the
excess versus theta bin would follow a steady trend downward, which is not the
case. Although it should be noted that this disagreement is minor as only 1 point
in the plot, 10 � � � 20 degrees, does not behave as expected. Given that the
much of the detected excess from Mrk 421 is at small zenith angles, which is not
the case for the Crab Nebula, a � dependence in the X2 cut could explain some
of the di�erences observed in the performance of that cut.1

C.5 Re-reconstruction E�ects

Upon receiving noti�cation that the 
ux from Mrk 421 had increased dra-
matically, raw data initially reconstructed in the direction of Mrk 421 was saved
to tape. This began on January 22, 2001, some time after the improved core
�tter and di�erent curvature correction had been incorporated into the online
reconstruction. These raw data were re-reconstructed using the improved PMT
calibration. Using this re-reconstructed data, when available, instead of the online
reconstructed data did improve the signi�cance of the excess observed from Mrk
421 slightly. The signi�cance detected from Mrk 421 improved from 4:0� to 4:2�
for the entire duration of AGN study. For the 
are interval identi�ed with RXTE
data, the signi�cance improved from 4:3� to 4:5�. Dramatic increases in the sig-
ni�cance were not expected. This is because studies, detailed in Section 5.7.2,
showed that the major improvements in the quality of the re-reconstructed data
used to analyze the Crab Nebula, as compared to the online data, resulted from
the improved core �tting technique and di�erent curvature correction. Since the
e�ects of the re-reconstruction for Mrk 421 were minimal and because their in-
corporation into the analysis proved diÆcult, these results are not utilized in the
analysis or the determination of the 
ux from Mrk 421.

1This possible dependence was not found when the Monte Carlo simulations were explored.
However, low statistics made determination of the ideal cut for various zenith angles diÆcult.
Therefore, a possible zenith angle dependence of the X2 cut is not ruled out.
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Figure C.6: Plot of the excess events observed in the bin centered on the true
position of Mrk 421 versus zenith angle (�).
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