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8  Measurements

Variables

In general this means, “properties subject to change.”

More specifically we mean “characteristics with respect to which measurements is a sample will vary.”

We collect data to ask, “What is the value of the variable?”  

Amount of rain, number of leaves per tree, a person’s height, class rank, wind velocity, ratio of carbon to nitrogen in soil, hair color are examples of variables.

Data Types: Nominal, Ranked, Continuous Measurement, Discrete Measurement, actual values or derived values

· Nominal data are those that cannot be assigned quantitative properties.  Rather, these data can be thought of as classifications, categories, or attributes.  Examples: number of species of plants, hair color types, or country of origin.

· Ranked data reflect a hierarchy in a classification; they can be ordered or ranked.  Examples: order of birth, social position, or class rank.

· Measurement data are the most common type of observation.  These are characterized by values that are expressible in numeric order, and the intervals between pairs of values are meaningful.  

Continuous – Discrete

· Continuous variables can assume any number of values between two points.  For example: length, area, volume, and temperature.  

· Discrete variables can only assume certain fixed values.  For example: number of fish in a catch, eggs in a nest, or balls in the target can.

Actual values – Derived values

· Actual values are obtained directly by measurement.  Examples: length, time interval, & mass

· Derived values are obtained from actual values by calculation.  Examples: speed, volume, & density. 

Uncertainty

All measurements are inevitably uncertain at some level.  This uncertainty is commonly referred to as error.   However this is not in the sense of mistake or blunder.  
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In this example, the uncertainty is inherently due to one’s limited ability to read the scale any closer.   If the scale is unreliable (perhaps short or inaccurately marked) then we have a systematic bias to all measurements made using this instrument.   However, if we make a mistake in aligning the zero or in writing down the result then this is a blunder and repeating the measurement should show this up.

Best Estimate ± Uncertainty
The above length should be reported as 37.0 ± 0.5 mm.   
If you only report “37mm” then one normally assumes the uncertainty to be half of the least significant digit.   “37mm”  then, is the same as “37.0 ± 0.5 mm”.
Experimental uncertainties should be rounded to one significant digit (i.e. 0.5 mm).

The last significant figure in any stated answer should usually be of the same order of magnitude (in the same decimal position) as the uncertainty (37.0 ± 0.5 ).

Thus:  8.123456 ± 0.0312 m/s   should be written as  8.12 ± 0.03 m/s

and 3.1234 x 104  ± 25 m   should be written as 3.123 x 104 ± 20 m

and 5.6789 x 10-7  ±  3 x 10-9 kg should be written as 5.68 x 10-7  ±  3 x 10-9 kg
We can indicate the degree of uncertainty of our measurement by the last digit of the values we report.  The implied uncertainty of our measurement is one digit beyond the last reported digit.  For example: the recorded temperature measurement of 4.22 (C implies that the value fell somewhere between 4.215 and 4.225 (C.  If the count of fish caught by a ship is reported as 36,000, we imply that the value fell between 35,500 and 36,500 fish and would be reported as 4.220 ( 0.005(C and 36,000 ( 500 fish. 

Accuracy – Precision

For data to be as good as possible, they have to be accurate and precise.  We want data that are as close to the actual value as possible.  This is our requirement for accuracy.  We would also prefer that if we were to repeat our data collection procedure the repeated values would as close to each other as possible.  This is our need for precision.  

Precision is a measure of uncertainty and relates to quality and resolution of the device or method with which we measure variables.   Accuracy is determined by comparing to an accepted value (or one determined by a more reliable instrument) and relates to how we calibrate the device or method once we have obtained precision.  
Precision is usually stated as a percent by dividing the uncertainty by the measurement.  For example, the measurement “37.0 ± 0.5 mm” has an uncertainty of 0.5 mm and a precision of 1.4%.  
Accuracy can usually be estimated by finding the difference between the a measurement & the accepted standard value and expressing it as a percent of the standard value.  This is the same as “percent error”.   For example, if the pencil was measured using a much more reliable (certified) digital caliper as 36.2 mm, then the accuracy of the scale measurement in Figure 1 would be (37.0 – 36.2) / 36.2 = 2.2 %.
Note that the accepted value is outside of the range of uncertainty stated in the original measurement.  This means that accuracy is less good than the precision (2.2% is almost twice 1.4%).  This is not unusual.  We only stated that the true length of the pencil was probably between 36.5 and 37.5 mm.  However, the probability that this statement can still be true in the light of the accepted value become very small if the percent accuracy becomes 2 or more times as large as the percent precision.  At this point, the experimenter would need to reexamine his instruments, methods, calculations, and records to resolve this discrepancy.  
Averaging
Averaging multiple readings for the same phenomenon usually yields a better estimate of the true measurement.  Precision can then be estimated by finding the plus-or-minus range of the data from their average.  
The average of multiple readings is the best estimate of the true measurement:   
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Uncertainty of a set of measurements is the range of the data from their average and is best estimated by the standard deviation:  
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Figure 1: Measuring a length with a ruler

 

First we must place the end of the pencil opposite the 

zero and then decide (estimate) where the tip comes 

to on the ruler’s sca

le.

 

We might reasonably decide that the length shown is 

undoubtedly closer to 37 mm tha

n

 to 36 or 38 mm but  

no more precise measurement is possible.   Then the 

best estimate of length = 3

7

 mm, with a probable 

range of 36.5 to 37.5.

 

millimeters

 

As an example, three measurements of total momentum of a system are made.  

1. -0.07 ± 0.09 kg m/s

2. -0.02 ± 0.09 kg m/s

3. +0.11 ± 0.09 kg m/s

From theory we would expect that the total momentum should be zero (this is the accepted value).
The average of all three measurements is 6.7 x 10-3 kg m/s and the std dev is 0.093 kg m/s.
When these are graphed it is obvious that the three measurements (Pi) are well within (or close) to the stated uncertainty range (ui) from the accepted value of zero.  However, the average (Avg, solid horizontal line) and its range of uncertainty (sd, dashed horiz lines) is much closer.  This is typical of most measurements as long as the uncertainty is due solely to random error. 
Resolution – Repeatability

Resolution is the minimum difference in reading that can be distinguished.  Repeatability is how likely you are to get the same reading twice of the same phenomenon.  Resolution and repeatability together relate to uncertainty and precision.
Instruments that provide a continuous readout such as a ruler, scale, or dial are known as “analog” since they are analogous or similar to the real world variable they are used to measure.  Resolution, in this case, is limited by the user’s ability to discern a different reading and is usually reported as plus-or-minus half of the smallest discernable interval.  For example, on a typical meter stick the smallest interval you feel confident reading might be a millimeter, and then the resolution could be reported as (0.005 m.

In this modern time, more and more instruments are becoming digital.  Here a discrete or digital readout is provided even when the variable being measured is continuous.  Resolution, here, is plus-or minus half of the value of the right-most digit.  For example, a typical 3½-digit multimeter might report a voltage of 1.539 V and then the resolution could be reported as (0.0005 V.  Resolution is usually one of the key specifications stated in the manuals for most instruments.
Systematic error (bias) – Random error (uncertainty)

A measurement has high accuracy if it contains relatively small systematic variation.  It has high precision if it contains relatively small random variation.

Systematic variation or bias would result if a balance were precise but miscalibrated.  For example, a balance that still reads 3 grams while empty will probably bias all subsequent measurements upward by 3 grams.  However, a balance that has little precision will sometimes read high and sometimes low and the variation will average out.  This is an example of random variation.

User error can fall into both types.  If you typically read a scale with your head toward the low end of the scale, parallax may cause your readings to be low.  This would be a systematic bias.  On the other hand, even if you try to keep you head directly over the reading you will still experience some variation.  However, this will probably be high as often as it is low and is termed random.  Averaging multiple measurements can reduce random variation but not systematic variation.
Example of Calculations
A new digital thermometer is used to measure the temperature of a pot of boiling water at sea level.  Five successive measurements are made:  97(C, 99(C, 98(C, 98(C, & 99(C.

a) What is the resolution of these measurements? (Use ( notation.)       (0.5(C


Resolution is ( half of the size of the right-most digit.
b) What is the best estimate of the true measurement?

98.2(C


The average of multiple readings is the best estimate of the true measurement
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c) What is the uncertainty of this set of measurements?

(0.8(C

(Use ( notation.)

Uncertainty of a set of measurements is the range of the data from their average and is best estimated by the standard deviation:  
[image: image5.wmf]837

.

0

4

8

.

0

2

.

0

2

.

0

8

.

0

2

.

1

1

)

(

2

2

2

2

2

2

=

+

+

+

+

=

-

-

=

å

n

x

x

s


d) What is the precision of this set of measurements? (Use % notation.)       0.8 %


Precision is the uncertainty divided by the measurement: p = 0.8 / 98.2 = 0.8%

e) What is the accuracy of this set of measurements?

0.7% error

(Use % error notation.)

Accuracy is the difference between the average of measurements and the accepted standard value expressed as a percent of the standard value.  = (100(C - 99.3(C) / 100(C = 0.7%
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When this is graphed it is obvious that the five measurements (Ti) are well outside of the stated uncertainty range (ui) from the accepted value of 100(C.  This is indicative of a systematic bias.

Notice how the average (Avg, solid horiz. line) and its uncertainty range (sd, dashed lines) fits the data points.  This would indicate that the thermometer (or measuring technique) is fairly consistent but needs calibrating.
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