Proton Radiography Studies for Proton CT


Abstract—We report the results of a beam experiment to develop proton Computed Tomography (pCT). The set-up consists of telescopes of silicon strip detectors at the entrance and exit of a phantom to predict the path of the proton within the phantom and of a crystal calorimeter to measure the proton energy loss with high precision. The energy loss permits calculating the integrated proton stopping power along each proton path from which the electron density distribution can be reconstructed. We describe the 2D-image reconstruction of a low-contrast phantom, derive the relationship between contrast, pixel size, and dose, and study the spatial resolution achievable with this set-up.

I. INTRODUCTION

Proton radiation therapy is one of the most precise forms of noninvasive image-guided cancer therapy. It is based on the well-defined range of protons in material, with low entrance dose, a dose maximum (“Bragg peak”), and a rapid distal dose fall-off, providing better sparing of healthy tissue and allowing higher tumor doses than conventional radiation therapy with photons. At present, one can not fully exploit the potentials of proton therapy because conversion of Hounsfield values measured with x-ray computed tomography (CT) to relative electron density values is not always accurate [1]. The resulting uncertainties can lead to range errors from several millimeters up to more than 1 cm depending on the anatomical region treated. Additional uncertainties exist with respect to the target position relative to normal tissues in the treatment room that could be minimized by using proton CT for image-guiding the proton beam.

The long-term goal of our project is to develop the capability to use proton CT (pCT) instead of x-ray CT to minimize these uncertainties from the current value of 3-10 mm to 1-3 mm. Previous work reviewed in [2] and our own preliminary studies [3-9] indicate that proton CT based on tracking of individual protons traversing an object from many different directions and measuring their energy loss and scattering angle may yield accurate reconstructions of electron density maps with good density and spatial resolution, despite the fundamental limitation of energy straggling and multiple Coulomb scattering (MCS).

II. PCT: MEASUREMENT PRINCIPLE AND LIMITATIONS

The goal to measure single protons leads to the following conceptual design of the pCT scanner, shown in Fig. 1 a: the proton locations and directions at the entrance and exit of the phantom/patient are measured each with a telescope consisting of two x-y planes of silicon detectors. The energy is measured in a hodoscopic array of calorimeter crystals. Details are given in [8].

The challenge of proton-by-proton CT can be evaluated by a comparison with its established alternative, x-ray CT. A detection of individual protons requires a data acquisition system capable of recording particle rates in excess of 1 MHz. We have developed such a system for the readout of silicon strip detectors [9]. The curved trajectories of the protons inside the phantom create difficulties for the image reconstruction as well, and instead of a straightforward filtered back-projection algorithm, algebraic reconstruction techniques have been employed [10], [11].

Protons are undergoing multiple Coulomb scattering (MCS), which changes their direction and position depending on the amount of material traversed and the proton energy. The theory of MCS is well understood [12] and using it, the most likely path (MLP) inside the absorber can be reconstructed when the entrance and exit trajectories are...
measured external to the absorber. An analytical calculation of the MLP as a function of material, depth, displacement, and scattering angle has been derived in [6] and experimentally verified. The results of this experiment, described in more detail in [13], are reviewed briefly in the first part of this paper.

While x-ray CT uses a statistical evaluation of the absorption, pCT measures the energy loss of individual protons. In previous studies, we showed high contrast imaging using 140 MeV protons [3]. The dose is proportional to the square of energy resolution (see below), thus mandating good energy determination for patient protection reasons. A recent beam test to measure the achievable contrast resolution and the implications for the dose and resolved voxel size is described in the second part of this paper.

III. BEAM EXPERIMENT RESULTS: TRACKING THE MOST LIKELY PATH

The theoretical MLP prediction and associated one and two sigma envelopes [6] use the well established Gaussian approximation of MCS theory [12]. The MLP depends both on lateral displacement and exit angle relative to the entry trajectory. For typical MLPs in homogeneous media the expected uncertainty is of the order of 300 µm. The objective of the tracking studies presented here and in more detail in [13] was to verify the theoretical predictions by tracking individual protons inside a segmented absorber.

A beam experiment with 200 MeV protons was performed at the medical proton synchrotron located at Loma Linda University Medical Center (LLUMC). The protons were tracked with silicon strip detectors (SSDs) used before in the 1997 GLAST beam test [14]. In addition, a CsI calorimeter crystal provided energy measurement and a trigger for readout of the SSD system.

A. Experimental Set-Up

Details of the experimental set-up components and the data analysis are given in [13, 15], [16], and [17]. The set-up consisted of x-y silicon modules used as entrance and exit telescopes, and a CsI calorimeter (Fig. 1b). The set-up was flexible in that it allowed for insertion of up to 12 absorber plates (1.25 cm PMMA each) and a “roving” silicon module between the telescopes. Data were taken both without absorber (for beam diagnosis), and with absorber to map out the MLP at different depths within the PMMA stack with the roving module. The three different locations of the roving module behind 3.75 cm, 6.25 cm, and 12.5 cm PMMA are also shown in Fig. 1b. The beam-diagnostic configuration allowed measuring the entrance location and angle of the protons, i.e., the beam size and spread, while the set-up for evaluation of the MLP measured only the entrance location in one silicon module but not the entrance angle of the protons due to the limited number of available silicon modules. Since the MCS angle at the roving module location turned out to be much larger than the beam spread, this was an acceptable limitation.

B. Most Likely Path as a Function of Exit Displacement and Angle

The MLP analysis correlates the proton displacement in the roving module (i.e., lateral position relative to the entrance position) with the exit displacement and angle. The displacements in the roving module were determined for exit-displacement bins of ± 200 µm and exit-angle bins ± 5 mrad. Exit angles ranged from about -80 mrad to +80 mrad (± 4.5 degrees). For comparison between the measured displacements and theory, the original MLP prediction for a uniform medium [6] was modified to include the air gaps of about 1.5 cm between the PMMA plates allowing for insertion of the silicon detectors. Fig. 2 shows the experimental and analytical MLP displacements in the roving modules at the three different depths within the absorber for four selected exit displacements and averaged over all exit angles. The MLP agrees with the data within less than 200 µm.

![Fig. 2. Comparison of the measured displacement (mean ± RMS) in the roving plane at 3 different absorber depths and for 4 different exit displacements (shown at 19 cm depth) with the analytically predicted MLP displacement (open symbols: the size of the symbol approximates the predicted MLP spread).](image.png)

C. Spread of the Displacement Distributions within the Absorber

The spread of the displacements in the roving module for a given exit displacement of -0.4 cm are shown in Table I. Three factors influence the observed spread in the roving modules. As mentioned before, the finite beam spread influences the spread of the experimental distributions. This will be simulated with Monte Carlo. Another factor is the bin size of the exit displacement, and a third uncertainty is introduced by the finite bin size of the exit angle.

As predicted by theory, the experimental spreads at a given roving location are independent of the exit displacement. A marked reduction of the spread of the displacement in the roving module was observed when the data were binned according to exit angle (central column in Table I). The use of the exit angle reduced the spread in the roving position by about 30 to 70 µm, depending on the PMMA depth. Dividing the data into angle bins thus reduces the experimental RMS by 10-20%.
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D. Agreement between data and the MLP calculation

The agreement between the data and the MLP calculation (modified for the finite air gaps at the position of the roving modules) has been tested further for various exit displacements and angles covering about 80% of the data. The data were binned into ±200 µm intervals in exit displacement and ±5 mrad intervals in exit angle. We found agreement between the experimental displacement and the MLP prediction within about 350 µm, with increasing disagreement at larger exit angles. We have started a Monte Carlo (MC) study of the experiment and a comparison between the MLP calculation and the complete MC results including the beam characteristics and the resolution of the detectors. Initial results [18] indicated good agreement at small angles, and the study is now extended to larger angles.

This beam test proved that, already at this stage, the location of the proton within a homogenous phantom can be predicted to better than 0.5 mm, validating the MLP approach that uses only external track information for the prediction of the internal trajectories inside the phantom.

IV. CALORIMETER STUDIES

Since the integrated stopping power is determined from the energy loss, understanding the calorimeter response in a pCT set-up is very important. A second dedicated test beam run was performed at LLUMC with essentially the same set-up as shown in Fig. 1b, but with the 6th plate replaced by a PMMA plate with holes of different diameter and depth (Fig. 5a), serving as “low-contrast resolution phantom”. In this case the both front and back of the PMMA stack were provided with a tracking telescope. Details of the analysis are given in [19].

A. Calorimeter response

The light signal produced by the CsI crystal was read out with a photodiode (PD) into a charge-to-time-converter (CTC). The CTC signal was integrated into the readout chain permitting acquisition of calorimeter data and SSD data with a common FPGA [15].

At first, the calorimeter response was determined without PMMA absorbers for proton beam energies of 200 MeV and 100 MeV, and during pedestal runs without beam (Fig. 3). Because of the low-energy tails in the energy distribution, only the high-energy part of the spectra was fit to a Gaussian, yielding the mean energy and the standard deviation (RMS). The calibration of the calorimeter yielded an almost linear relationship between CTC output and energy of the form

\[
CTC# = 0.002E^2 + 2.5273E + 384.5
\]  

Fig. 4 shows the energy resolution obtained at the two energies. The energy resolution after the protons traversed 11 or 12 planes of PMMA (~15 cm) is also shown and is about 4 MeV. This indicates that the energy straggling in the PMMA exceeds the energy resolution of the crystal calorimeter.

B. Image Reconstruction

Radiographic images of the density resolution phantom (Fig. 5a) were acquired with 200 MeV protons and reconstructed by defining a 2D grid of pixels within the SSDs. For each pixel, an energy spectrum similar to that of Fig. 3 was reconstructed. The fitted mean energy was then plotted on the grid resulting in the proton image of the phantom.
Energy resolution (RMS) of the CsI calorimeter as a function of energy before and after correction for the pedestal are shown. The RMS after inclusion of 15 cm PMMA is also shown.

Images were reconstructed for pixel sizes of 1.2 mm x 1.2 mm, 5 mm x 5 mm, and 8 mm x 8 mm, respectively. Imaging results for 1.2 mm pixels are shown in Fig. 5b. The images of the 1.25 cm and the 0.6 cm holes in the phantom can be clearly seen on the background. For the analysis of the dose-contrast relationship, the areas inside the black boxes were chosen as the target and control voxels, respectively. The requirement of fitting the energy spectra had two consequences: First, if the number of protons in one pixel was lower than 10, a reliable fit could not be performed. Second, only about ¼ of all events in a spectrum contributed to the determination of the mean energy.

C. Required Dose as a Function of Contrast and Pixel Size

Two-dimensional proton imaging, studied here with a resolution phantom, is based on differences in energy loss in the phantom, which can be related to the integral electron density along the proton path. Locally, the energy loss depends on stopping power, which is proportional to the density \( \rho \). The image contrast will depend on the depth and density difference of the inhomogeneity relative to its surrounding medium. Assume that a smallest object voxel of size \( d \) and density difference \( \Delta \rho \) relative to its surrounding voxels is to be imaged a pixel size \( d \). The significance \( S \) of the energy measurement between a pixel and its surrounding pixels may be expressed as the ratio of the difference in mean energy \( \Delta E_m \propto \Delta \rho \cdot d \) and the standard error of the measurement \( \sigma_m \):

\[
S = \frac{\Delta E_m}{\sigma_m}
\]

For a Gaussian distribution, \( \sigma_m = \sigma_E / \sqrt{N} \), where \( N \) is the number of protons contributing to the energy measurement and \( \sigma_E \) is the individual energy measurement uncertainty. For a difference of two or more standard deviations \( (S \geq 2) \), the probability that this occurred due to noise is \( p < 0.05 \). For a minimum of 2-sigma significance, \( S = 2 \):

\[
\Delta E_m = 2\sigma_m = 2\sigma_E / \sqrt{N}
\]

The absorbed dose \( D \) at the voxel location is given by the deposited energy per unit mass and thus proportional to the local proton fluence \( \Phi = N_p / \text{Area} \) and stopping power:

\[
D \propto \frac{N_p}{d^2}
\]

As mentioned above, the number \( N \) of protons contributing to the Gaussian fit was about ¼ of the total number of protons \( N_p \) contributing to the dose. By combining equations (2)-(4) one obtains relationship between dose, voxel and pixel size \( d \), energy resolution \( \sigma_E \) and density variation \( \Delta \rho \):

\[
D \propto \frac{\sigma_E^2}{\Delta \rho \cdot d^2}
\]

In Fig. 6 the required dose to resolve a density difference of \( \Delta \rho = 1.2 \, \text{g/cm}^3 \) with respect to background is shown for two different voxel sizes. The experimental relationship agrees well with what is expected from (5). In addition, the lower resolution limit from the requirement to have at least 10 protons for the fit of the energy spectrum is shown. These values can be used as input for the dose calculations in future image proton reconstruction studies with our set-up.

V. CONCLUSIONS

We have measured the most likely path of 200 MeV protons inside a segmented absorber of PMMA. The displacements of the protons from their original path agreed well with the theory of MCS. We showed that, as expected from the theory of the most likely path (MLP) [6], we can predict the
trajectory of the proton inside a homogeneous absorber to better than 0.5 mm.

We have imaged a low-contrast phantom inside a stack of PMMA plates by reconstructing the mean outgoing energy through fits of the energy spectra of each image pixel. For a reasonable density resolution, the images required a two-sigma significance of the energy measurement. By systematically reducing the proton fluence within the data, we estimated the minimum dose level for resolving a density variation of 1.2 g/cm³ for voxel sizes of 10 mm and 6 mm. In addition, a minimum dose level for any contrast was derived based on the minimum number of protons required to fit the energy spectrum.
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