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Outline
• Neutral Meson Mixing

• BaBar Experiment

• Charm mixing in D0→Kπ decays from BaBar

• Comparisons with other charm mixing results

• Summary
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Neutral Meson Mixing
• Mixing can occur in four neutral meson systems:

Will present mixing measurement for the D0 system
Note: D0 meson first discovered at SLAC
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Neutral Meson Mixing
• neutral mesons distinguished by an internal quantum number (e.g., 

charm) can mix through the weak interaction:

• time evolution by
Schrödinger eqn:

• Mass eigenstates:

• propagate with masses m1,2 and widths Γ1,2 :

4

∣∣D0
〉 ∣∣D0

〉
cu

c u

|D1,2〉 = p|D0〉± q|D0〉

i
∂

∂t

( ∣∣D0(t)
〉

∣∣D0(t)
〉

)
=

(
M− i

2
Γ

) ( ∣∣D0(t)
〉

∣∣D0(t)
〉

)

|D1,2(t)〉 = e
−i(m1,2−iΓ1,2/2)t |D1,2(t = 0)〉

2x2 hermitian matrices

4



William S. Lockman SCIPP Seminar, May 1, 2007

Neutral Meson Mixing

5

Mixing will occur if either   or is non-zero

I(D0 → D0; t) : |〈D0|D0(t)〉|2 =
e−Γt

2
[cosh(yΓt) + cos(xΓt)]

I(D0 → D0; t) : |〈D0|D0(t)〉|2 =
e−Γt

2
[cosh(yΓt)− cos(xΓt)]
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K0 Mixing and Charm

6

M. V. Purohit, Univ. of S. Carolina 8

The prediction of charm

No tree level Flavor 

Changing Neutral 

Currents 

(FCNC) in SM
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B0 Mixing and discovery of top
B0 mixing first observed by ARGUS experiment in 1987

• large mixing frequency implied heavy top quark (mt>50 GeV/c2)
• top discovered in 1995

7

M. V. Purohit, Univ. of S. Carolina 9

B0 mixing and the discovery of the t

And the top was discovered 8 years after!

B0 mixing was argued by UA1 and directly observed by ARGUS in 1987

Large mixing frequency implied t quark was heavy (mt > 50 GeV/c2)
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Status of mixing, Feb. 2007

8

B0 mixing Bs0 mixing

x=0.776
|y|<0.1

x=24.8
y~0.1?

K0 mixing D0 mixing

?
x=0.948
y=0.997
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• Short distance:

• SM short distance box diagram contributions negligible 
xbox ~ (O(10-6) - O(10-5))

• unlike the B system where the t-quark box diagram dominates

Charm Meson Mixing (SM)

9

short distance ~ x ~ Δm

O(10-5)

Mixing loops with down-type quarks suppressed: 

•   supression of  b loop: 

•   s,d contributions suppressed due to:

|VubV
∗
cb|2/|VusV

∗
cs|2 ∼ 1%

(m2
s −m2

d)
2/m2

c (extern. p)

(m
2
s −m
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d)/m

2
W (GIM)
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Long distance contributions

10

Most calculations give: x, y < 1%

A. Petrov, HEP-PH/0611361

long distance ~ y ~ !"

O(10-3 - 10-2)

x=0.01
y=0.01

~0.005% of decays

or
unmixed

mixed

 PRD 65 054034 (2002) |y|≤0.01  Falk, Grossman, Ligeti
 and Petrov

|x|∼0.1-1|y|  PRD 69 114021 (2004) 
 Falk, Grossman, Ligeti,
 Nir and Petrov

low mixing rate: RM = (x2 + y2)/2 ∼ 0.005%

➡  difficult measurement!
Some recent calculations:
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Charm Mixing (NP)
• Possible enhancements to mixing from NP

NP signatures:
• CP violation in mixing

• |x| >> |y|

11

A. Petrov, HEP-PH/0611361

Text
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The BaBar       Experiment
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PEP-II: A Charm and B-Factory

13

High-luminosity
asymmetric energy
e+e– collider
at ϒ(4S) resonance 

B-Factory built
for study of
CP-violation
and other CKM- 
physics in
B meson decays

~10 Hz of BB

13
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The BaBar Experiment

14

Large acceptance experiment, excellent particle reconstruction
and identification capability

Cherenkov Detector
(DIRC)

144 fused silica bars
K,π separation

Electromagnetic Calorimeter
6580 CsI crystals

e± ID, π0, KL and γ reco

Drift Chamber
40 layers

Tracking + dE/dx

Instrumented Flux Return
19 layers of RPC/LSTs

µ± and KL ID

Silicon Vertex
Tracker

5 layers of double-sided
silicon strips

Tracking + dE/dx

e+ [3.1 GeV]

e- [9.0 GeV]

14
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B-Factory: High Luminosity

15

High delivered luminosity recorded efficiently

>400M         events
>500M       events

BB

cc

in 384 fb-1

add 1M      events/daycc

excellent sample to search
for charm mixing

σeff(bb) = 1.1 nb

σeff(cc) = 1.3 nb

15



Charm Mixing in D0→Kπ 
decays at BaBar
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Principle of Mixing Measurement

17

•Produce clean samples of D0 and D0

•Identify flavor (D0 or D0) at production
•Measure rate of mixed decays as a function of proper time
(distributions shown without proper time smearing)
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Production Flavor

18
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Right sign decays

19
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u
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−
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D
∗+ → π+

s D
0

−−→ K
−π+
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Wrong sign decays

20

c

u u

W+

K
+

d

s

π−
“Doubly Cabibbo suppressed” 

(DCS) decays
D

0

Relative rate: 0.3%

Direct

20
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Wrong sign decays

20

c

u u

W+

K
+

d

s

π−
“Doubly Cabibbo suppressed” 

(DCS) decays
D

0

Relative rate: 0.3%

Direct

u

D
0

u
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u
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K
+

d
π−

Relative rate: 0.005% 
(for x or y=0.01)

Mixed decays
Mixing
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Wrong sign decays

20

Same final state:             interference!

(increases sensitivity to mixing)

c

u u
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Mixed decays
Mixing
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Time evolution of D0➝K+π- decays 

21March 2, 2007William Lockman 4Bill Lockman

Time evolution of wrong sign D0!K+"# decays

! Two ways to reach same final state:
" interference

! Distinguish doubly Cabibbo-suppressed (DCS) from mixing using proper
time evolution

! DCS: exponential proper time distribution

! Mixed decays only occur after some time

! Time evolution:

! strong phase:
 !K" is the strong phase between DCS and CF amplitides

DCS interference mixing

21
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Mixing analysis strategy

22

March 2, 2007William Lockman 5Bill Lockman

Mixing analysis strategy

! Use                     decays to identify initial      flavor

! right sign (RS)                      decays determine:

! lifetime

! signal PDF resolution parameters

! In wrong-sign (WS)                     sample:

! Use proper time distribution to distinguish between DCS and mixing

! use                                           distribution to separate background from
signal

! Unbinned likelihood fit to smeared RS, WS proper time (t) distributions

RS signal:

22
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Event Selection

23

M. V. Purohit, Univ. of S. Carolina 26

Event Selection

K+ !-

D0

!"#$%&'() *+)",#-)*(+%'(*+)

!s 

.

/

D0 selection:
!Identified K and !
!p*(D0)> 2.5 GeV/c
!1.81<m(K!)<1.92 GeV/c2

Slow ! selection:
!p*(!

s
)< 0.45 GeV/c

!plab(!s)> 0.1 GeV/c
!0.14<"m<0.16 GeV/c2

"m=m(K!!
s
)-m(K!)

Vertexing: (Also greatly improves t resolution)
!D0 and !

s
constrained to luminous region

!Fit probability > 0.1%
!Reconstructed decay time, t: -2<t<4 ps
!Estimated decay time error, #t<0.5 ps

+

〈l〉 ≈ 240 µm

〈σl〉 ≈ 95 µm

23
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Selected events

24
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64,000 WS candidates

1,229,000 RS candidates

347 fb-1 on peak
 37 fb-1 off peak
384 fb-1 total

€ 

mKπ

€ 

mKπ

€ 

Δm

€ 

Δm

x103
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Δm vs. m(Kπ)

25

M. V. Purohit, Univ. of S. Carolina 27

Selected Events

RS data sample WS data sample 

1,229,000 RS events 64,000 WS events

m(K!)  (GeV/c2) m(K!)  (GeV/c2)

"
m

  
(G

eV
/c

2
)

"
m

  
(G

eV
/c

2
)

Separate signal from background using m(K!) and "m
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Fit procedure

26

Unbinned extended maximum likelihood fit in several steps to reduce 
computational load

Fit to m(Kπ) and Δm distribution:
•separate signal from background in subsequent time fits
•RS and WS Samples fit simultaneously
•all parameters determined in fit to data, not MC

Fit RS proper time distribution:
•Determine D0 lifetime and proper time signal resolution function R(t)
•include scaled proper time error in resolution function

Fit WS proper time distribution:
•fit signal with  
•Resolution function R(t) from RS fit
•RS model to fit D0 background distributions
•Separate model for combinatorial background

Tws ∝ e−Γt
[

RD +
√

RDy′(Γt) + (1/2)(x′
2 + y′

2)(Γt)2
]
⊗ R(t)

26
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Signal and Background components

27

 RS/WS samples each fitted with signal and 3 background PDFs based on
distinct (mKπ  , Δm) peaking structure

Category Description Peaking behavior 
RS category 1 D0→K + m and m  
RS category 2 Correctly reconstructed D0 combined with an 

incorrect slow pion 
m  

RS category 3 Mis-reconstructed D0, from D0→K l+ ,  
D0→ l+ , D0→ +, K  K+ 

m 

RS category 4 Combinatoric non-peaking  
WS category 1 D0→K+  m and m  
WS category 2 Correctly reconstructed D0 combined with an 

incorrect slow pion 
m 

WS category 3 Doubly mis-ID’ed D0→K + decays and  
D0→ +, D0→K  K+ 

m 

WS category 4 Combinatoric non-peaking  
 

27
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Δm - m(Kπ) fit results

28

RS signal:
1,141,500±1200
combinations

RS signal:
1,141,500±1200
combinations

WS signal:
4,030±90

combinations

 RS 

 WS 

 RS 

 WS 

28
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Proper time models

29

Model of signal and backgrounds containing a D0

•Resolution function: sum of three Gaussians
•Gaussian width = proper time error × scale parameter
•mean of narrowest core Gaussian allowed to float

Model of combinatorial background

•Two Gaussians, one containing a power-law “tail” to model
 small non-prompt background

Separate proper time error distributions used in signal and 
combinatorial background models

29
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RS proper time fit

30

plot selection:
1.843<m<1.883 GeV/c2

0.1445<Δm< 0.1465 GeV/c2

 RS decay time, signal region
D0 lifetime and 
resolution function
fitted in RS sample

Consistent with PDG

Systematics dominated by
signal resolution function

τ = [410.3± 0.6 (stat)] fs

(410.1± 1.5) fs

30
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WS fit with no mixing

31

•Fit results assuming no mixing:

RD: (3.53±0.08±0.04)x10-3 

Residuals in signal region are
unsatisfactory: χ2/bin = 49.7/28

plot signal region:
1.843<m<1.883 GeV/c2

0.1445<Δm< 0.1465 GeV/c2

 WS decay time, signal region

data - no mix PDF

31
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WS fit with mixing

32

plot signal region:
1.843<m<1.883 GeV/c2

0.1445<Δm< 0.1465 GeV/c2

data - no mix PDF
 mix - no mix PDF

•Fit results allowing mixing:

RD: (3.03±0.16±0.10)x10-3 
x’2: (-0.22±0.30±0.21)x10-3

y’:  (9.7±4.4±3.1)x10-3

x'2, y' correlation: -0.94

Fit with mixing describes the
data better: χ2/bin = 31/28

How significant?

32
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Signal Significance

33

Significance computed from change in log likelihood: 

best fit

1σ

2σ

3σ

4σ

5σ
no mixing
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Signal Significance

33

Significance computed from change in log likelihood: 

best fit

1σ

2σ

3σ

4σ

5σ
no mixing

−2∆ lnL = 23.9

4.5σ  (stat)
(two parameters)
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Signal Significance

33

Significance computed from change in log likelihood: 

best fit

1σ

2σ

3σ

4σ

5σ
no mixing

−2∆ lnL = 23.9

4.5σ  (stat)
(two parameters)

physical solution:
y’=(6.4x10-3)

−2∆ lnL = 0.7

15
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Signal significance with systematics

34

best fit

1σ

2σ

3σ

4σ

5σ
no mixing

Including significance decreases mixing significance

34
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Signal significance with systematics

34

best fit

1σ

2σ

3σ

4σ

5σ
no mixing

inconsistent with 
no-mixing at 3.9σ

Including significance decreases mixing significance
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Signal significance with systematics

34

best fit

1σ

2σ

3σ

4σ

5σ
no mixing

inconsistent with 
no-mixing at 3.9σ

Including significance decreases mixing significance

Evidence for D0-D0 mixing 

34
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Validation studies

35

Performed extensive checks of mixing signal:

1σ

2σ

3σ

•Could something fake signal?
•Is significance estimated correctly?
•Are mixing parameters unbiased?

no mixing
inside 1σ

Fit to generic MC with no mixing

x’2: (-0.02±0.18)x10-3

y’:  (-2.2±3.0)x10-3

No significant mixing signal in MC:

~400 fb-1 equivalent

35



William S. Lockman SCIPP Seminar, May 1, 2007

Bias studies

36

generated 100 toy MC samples
at each of 25 (x’2,y’) points:

11 VALIDATIONS AND CROSS CHECKS OF D0 PROPER TIME FITTING PROCEDURE 84

100 100 100 100 100

100  75  51  93 100

  1  48 100 100 100

100 100 100 100 100

100 100 100 100 100
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Figure 60: For each set of generated toys, the figure shows the number of fits (out of 100) where the the
no-mixing hypothesis is excluded at more than 3σ.
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Figure 61: Fitted
{

x′2, y′
}

values in 100 toy samples generated without mixing.

# fits (out of 100) where the no-mixing hypothesis 
is  excluded at more than 3σ

•sample sizes same as WS data
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Figure 59: The average fitted value of x′2 in toy samples as a function of the generated value of x′2. The
five plots are for five different generated values of y′. The error bars shows the RMS of the fitted value.
The line is not a fit, but a straight line with slope 1.
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Figure 58: The average fitted value of y′ in toy samples as a function of the generated value of y′. The
five plots are for five different generated values of x′2. The error bars shows the RMS of the fitted value.
The line is not a fit, but a straight line with slope 1.

No biases seen at any of the 25 points

average and RMS of fitted vs generated mixing parameters 

full MC samples generated with mixing also
show no bias when fit for mixing 
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Validation: Fit RS Data for Mixing

37

Fit RS data with PDF
allowing mixing

−2∆ lnL = 1.4 w.r.t no mixing

x’2: (-0.01±0.01)x10-3

y’:  (0.26±0.24)x10-3

RS proper time, signal region

•Mixing not signficant in large sample fit
•Proper time distribution is described
properly

37
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     Validation: coverage of                                 

38

−2∆ lnL
Significance of signal is calculated as change in log likelihood
with respect to no-mixing hypothesis

Generated >100000 toys without mixing to test
                 gives correct frequentist coverage−2∆ lnL

# toys expected

1σ 2σ 3σ 4σ

# toys to the right of line

−2∆ lnL = 23.9 observed in data

• expect 0.65 toys/105 with                                
• observe 1 

−2∆ lnL > 23.9

                      accurately estimates significance−2∆ lnL
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Validation: Alternate fit strategy

39

Fit m(Kπ) and Δm in bins of proper time:
• If no mixing, ratio of WS to RS signal should be constant
• No assumptions made on time-evolution of background
• Each time bin is fit independently

proper time bins:

example fit (0.75 < t < 2.5 psec):

m(Kπ) (GeV/c2) Δm (GeV/c2)

39
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Validation: Alternate fit strategy

40

Rate of WS events clearly increase with proper time:

40
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Validation: Alternate fit strategy

40

Rate of WS events clearly increase with proper time:

Inconsistent
with no mixing
hypothesis
χ2=24

40
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Validation: Alternate fit strategy

40

Rate of WS events clearly increase with proper time:

Consistent with
prediction from
full likelihood fit
  χ2=1.5

Inconsistent
with no mixing
hypothesis
χ2=24

40
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Systematic uncertainties

41

Two types of systematic uncertainties considered: 

Fit model variations:
• Change signal and background models 

used in fit, to test assumptions made 

Selection criteria:
• proper time range
• proper time error range
• keep/remove all overlapping candidates
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• systematic errors in units of statistical uncertainty in each variable
• computed using full difference with original value
• To estimate the significance of the results in (x’2,y’), we reduce

                    by a factor                               to account for systematic errors

where

−2∆ lnL 1 + Σs
2
i = 1.3

s2
i = 2

[
lnL(x′

2
, y′)− lnL(x′

2
i , y′i)

]
/2.3

41
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Combinatorial Proper time systematic

42

<t> vs m(Kπ) for
combinatorial MC events:
not independent of m(Kπ)

Fix combinatorial PDF parameters to those obtained from 
fitting different background sidebands, refit for mixing

significance factor from this variation:                                            s
2
i = 0.06

42
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Systematic: proper time resolution

43

proper time resolution function
in data has non-zero mean

effect not seen in MC
probably due to detector misalignment

 Core Gaussian shifted 3.6±0.6 fs

To estimate systematic, set mean to 0
Redo RS and WS proper time fits

significance factor from this variation:                                            s
2
i = 0.045

 narrowest core gaussian mean fixed to 0

residuals somewhat worse
than in default fit

43
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Allowing for CP violation

44

Perform proper time analysis on D0 (+) and D0 (-) samples separately 

Γ±WS(t) = e−Γt

(
R±

D
+ y′±

√
R±

D
(Γt) +

x′±2 + y′±2

4
(Γt)2

)

CP violation if any (+) parameter differs from corresponding (-)

x’+2: (-0.24±0.43±0.30)x10-3

y’+:  (9.8±6.4±4.5)x10-3
x’-2: (-0.20±0.41±0.29)x10-3

y’-:  (9.6±6.1±4.3)x10-3
RD=(0.303±0.016±0.010)%

AD=(-2.1±5.2±1.5)%

AD =
R

+
D
− R

−
D

R
+
D

+ R
−
D

No evidence for CP violation

D
0

D
0
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Summary of mixing and CPV results

45

Fit results for:
(1) no mixing or CPV; (2) mixing but no CPV; (3) mixing and CPV

6

calculated from the change in log likelihood (−2∆ lnL)
in two dimensions (x′2 and y′) with systematic uncer-
tainties included. The likelihood maximum is at the un-
physical value of x′2 = −2.2× 10−4 and y′ = 9.7× 10−3.
The value of −2∆ lnL at the most likely point in the
physically allowed region (x′2 = 0 and y′ = 6.4 × 10−3)
is 0.7 units. The value of −2∆ lnL for no-mixing is
23.9 units. Including the systematic uncertainties, this
corresponds to a significance equivalent to 3.9 standard
deviations (1 − CL = 1 × 10−4) and thus constitutes
evidence for mixing. The fitted values of the mixing pa-
rameters and RD are listed in Table I. The correlation
coefficient between the x′2 and y′ parameters is −0.94.
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FIG. 3: The central value (point) and confidence-level (CL)
contours for 1 − CL = 0.317 (1σ), 4.55 × 10−2 (2σ), 2.70 ×
10−3 (3σ), 6.33 × 10−5 (4σ) and 5.73× 10−7 (5σ), calculated
from the change in the value of −2 lnL compared with its
value at the minimum. Systematic uncertainties are included.
The no-mixing point is shown as a plus sign (+).

Allowing for the possibility of CP violation, we cal-
culate the values of RD =

√
R+

DR−
D and AD = (R+

D −
R−

D)/(R+
D +R−

D) listed in Table I, from the fitted R±
D val-

ues. The best fit in each case is more than three standard
deviations away from the no-mixing hypothesis. All cross
checks indicate that the high level of agreement between
the separate D0 and D0 fits is a coincidence.

As a cross-check of the mixing signal, we perform inde-
pendent {mKπ, ∆m} fits with no shared parameters for
intervals in proper time selected to have approximately
equal numbers of RS candidates. The fitted WS branch-
ing fractions are shown in Fig. 4 and are seen to increase
with time. The slope is consistent with the measured
mixing parameters and inconsistent with the no-mixing
hypothesis.

We have validated the fitting procedure on simulated
data samples using both MC samples with the full de-
tector simulation and large parameterized MC samples.
In all cases we have found the fit to be unbiased. As a
further cross-check, we have performed a fit to the RS
data proper-time distribution allowing for mixing in the
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FIG. 4: The WS branching fractions from independent
{mKπ , ∆m} fits to slices in measured proper time (points).
The dashed line shows the expected wrong-sign rate as de-
termined from the mixing fit shown in Fig. 2. The χ2 with
respect to expectation from the mixing fit is 1.5; for the no-
mixing hypothesis (a constant WS rate), the χ2 is 24.0.

TABLE I: Results from the different fits. The first uncertainty
listed is statistical and the second systematic.

Fit type Parameter Fit Results (/10−3)
No CP viol. or mixing RD 3.53 ± 0.08 ± 0.04

No CP
violation

RD 3.03 ± 0.16 ± 0.10
x′2 −0.22 ± 0.30 ± 0.21
y′ 9.7 ± 4.4 ± 3.1

CP
violation
allowed

RD 3.03 ± 0.16 ± 0.10
AD −21 ± 52 ± 15
x′2+ −0.24 ± 0.43 ± 0.30
y′+ 9.8 ± 6.4 ± 4.5
x′2− −0.20 ± 0.41 ± 0.29
y′− 9.6 ± 6.1 ± 4.3

signal component; the fitted values of the mixing param-
eters are consistent with no mixing. The correlations
among parameters determined at different stages of the
fit are low. In addition we have found the staged fit-
ting approach to give the same solution and confidence
regions as a simultaneous fit in which all parameters are
allowed to vary.

In evaluating systematic uncertainties in RD and the
mixing parameters we have considered variations in the
fit model and in the selection criteria. We have also con-
sidered alternative forms of the mKπ, ∆m, proper time,
and δt PDFs. We varied the t and δt requirements. In
addition, we considered variations that keep or reject all
D∗+ candidates sharing tracks with other candidates.

For each source of systematic error, we compute
the significance s2

i = 2
[
lnL(x′2, y′) − lnL(x′2

i , y
′
i)

]
/2.3,

where (x′2, y′) are the parameters obtained from the
standard fit, (x′2

i , y
′
i) the parameters from the fit includ-

ing the ith systematic variation, and L the likelihood of
the standard fit. The factor 2.3 is the 68% confidence

Note: RD changes between no-mixing and mixing fits
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Comparisons with other 
Charm Mixing Results
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BaBar 2003 D0→Kπ result (57 fb-1)

47

1σ

2σ

3σ

4σ

5σ

Best fit

 PRL 91,171801

 57 fb-1 

CPV allowed

CP conserved

 384 fb-1 

Current result fully consistent with previous BaBar result

47
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BELLE 2006 D0→Kπ result

48
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BELLE 2006 D0→Kπ result

48

 400 fb-1  PRL 96,151801

Last year Belle published
analysis of Kπ decays:

no-mixing
excluded at 2σ

48
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BELLE 2006 D0→Kπ result

48

 400 fb-1  PRL 96,151801

Last year Belle published
analysis of Kπ decays:

no-mixing
excluded at 2σ

Belle 2σ statistical 

BaBar 2σ

BaBar 3σ 

BaBar 1σ

(0,0)

Results consistent within 2σ:

stat. only

48



William S. Lockman SCIPP Seminar, May 1, 2007

Averaged D0→Kπ mixing results

49

Heavy flavor averaging group (HFAG)
working on providing official averages

Preliminary average:

Combine BaBar and Belle likelihoods in 3 dimensions (RD, x'2, y')

RD: (3.31±0.13)x10-3

x’2: (-0.01±0.20)x10-3

y’:  (5.1±3.2)x10-3

Preliminary
average
(not official)

Belle

BaBar

No mixing
excluded >4σ

1σ

2σ

3σ
4σ

5σ

49
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Belle Dalitz Analysis of D0➝Ksππ

50
50
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Belle Dalitz Analysis of D0➝Ksππ

50

 540 fb-1 

no-mixing
excluded at 2.4σ

x [%]

 arXiv:0704.1000

Belle result:

Time-dependent Dalitz analysis
of D0→Ksππ measures x and y
without unknown phase

(First done by CLEO, PRD 72, 012001)

95% CL

x: (8.0±2.9±1.7)x10-3

y: (3.3±2.4±1.5)x10-3

50
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Belle Dalitz Analysis of D0➝Ksππ

50

 540 fb-1 

no-mixing
excluded at 2.4σ

x [%]

 arXiv:0704.1000

Belle result:

Time-dependent Dalitz analysis
of D0→Ksππ measures x and y
without unknown phase

(First done by CLEO, PRD 72, 012001)

95% CL

x: (8.0±2.9±1.7)x10-3

y: (3.3±2.4±1.5)x10-3

BaBar-Belle comparison:

 384 fb-1 

(x,y)=(8x10-3,3.3x10-3)
δ∈[-π:π]

1σ
2σ

3σ
4σ

5σ

Within 1σ for certain 
values of the phase δ
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BELLE lifetime ratio measurement

51

proper time distributions
BELLE measures lifetime difference directly
using CP+ KK and ππ together with 
mixed CP Kπ final states. 
Assuming CP conservation:

51
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BELLE lifetime ratio measurement

51

proper time distributions
BELLE measures lifetime difference directly
using CP+ KK and ππ together with 
mixed CP Kπ final states. 
Assuming CP conservation:

BELLE result:

yCP = (13.1±3.2±2.5)x10-3

>3σ from no-mixing 

4.1σ stat. only 

Also evidence for D0 mixing

 hep-ex/0703036
 submitted to PRL

 540 fb-1 

51
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Additional BaBar-BELLE comparisons

52

Lifetime ratio measurements
consistent:

yCP: (13.1±3.2±2.5)x10-3
 540 fb-1 

 hep-ex/0703036
 submitted to PRL

yCP: (8.0±4.0±5.0)x10-3  PRL 91, 121801
 91 fb-1 

Belle:

BaBar:

Comparison to BaBar Kπ analysis:

(x,y)=(8x10-3,13.1x10-3)
δ∈[-π:π]

1σ
2σ

3σ
4σ

5σ

•Assume y=yCP

•Use x=8x10-3 from BELLE Ksππ analysis

Results consistent within 1σ for a
certain values of strong phase δ
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Combining mixing results

53

Preliminary averages for some measurements (HFAG):

〈yCP〉 = (11.2± 3.2)× 10
−3 〈RM〉 = (0.50± 0.45)× 10

−3

RM = (x2 + y2)/2
(Semileptonic
 decays only)yCP

53
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Implications of charm mixing

Five use D0 mixing results to evaluate limits on:
Certain SUSY models (flavor suppresion by “alignment”)
Several little Higgs models
Non-universal Z' model

BaBar and Belle mixing results first presented at
Moriond electroweak conference on March 17
8 new hep-ph preprints on charm mixing since then

 hep-ph/0703204
 hep-ph/0703235

 hep-ph/0703254,  arXiv:0704.0601

 hep-ph/0703270

Currently only observation of CP violation
would be a clear sign of New Physics

Models are further constrained, 
but constraints are limited
by lack of precise SM value

Light non-degenerate
squarks unlikely to
be observed at LHC
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Summary

55

In 384 fb-1 of tagged D0➝Kπ data from BaBar:
• Evidence for mixing (3.9σ) (stat. + syst.)

y’  = [9.7 ± 4.4 (stat.) ± 3.1 (syst.)] x 10-3

x’2 = [-0.22 ± 0.30 (stat.) ± 0.219 (syst.)] x 10-3

RD = [0.303 ±  0.016 (stat.) ±  0.010 (syst.)]%
• No evidence for CP violation
• Results consistent with other mixing 

measurements and Standard Model
• will appear in May 25, 2007 PRL

New results from BELLE:
• Evidence for mixing (3.2σ) in yCP analysis

ycp=(13.1+3.2+2.5)x10-3

• most stringent limits on x to date from Ksππ 
x = (0.80 ±  0.29 ± 0.17)%, y = (0.33 ± 0.24 ± 0.15)%

• No evidence for CP violation

hep-ex/0703020
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FIG. 2: Results of the simultaneous fit to decay time dis-
tributions of (a) D0 → K+K−, (b) D0 → K−π+ and (c)
D0 → π+π− decays. The cross-hatched area represents back-
ground contributions, the shape of which was fitted using M
sideband events. (d) Ratio of decay time distributions be-
tween D0 → K+K−, π+π− and D0 → K−π+ decays. The
solid line is a fit to the data points.

the same mean. We therefore choose a parameterization

R(t − t′) =
n∑

i=1

fi

3∑
k=1

wkG(t − t′; σik, t0), (4)

with σik = skσpull
k σi, where the sk are three scale factors

introduced to account for differences between the simu-
lated and real σpull

k , and t0 allows for a (common) offset
of the Gaussian terms from zero.

The background B(t) is parameterized assuming two
lifetime components: an exponential and a δ function,
each convolved with corresponding resolution functions
as parameterized by Eq. (4). Separate B(t) parameters
for each final state are determined by fits to the t dis-
tributions of events in M sidebands. The tuned MC is
used to select the sideband region that best reproduces
the timing distribution of background events in the sig-
nal region. We find good agreement between the tuned
MC and data sidebands, with a normalized χ2 of 0.85,
0.83 and 0.83 for KK, Kπ, and ππ respectively.

The R(t − t′) and background parameterizations are
validated using MC and the large D0 → K−π+ sam-
ple selected from data. In the simulation, the ratio of
scale factors sk (k = 1, 2, 3) is consistent between decay
modes, within small statistical uncertainties. The offset
t0 is also independent of the final state, but it changes
slightly for simulated samples describing different run-
ning periods. Four such periods, coinciding with changes

to the detector, have been identified based on small vari-
ations of the mean t value for D0 → K−π+ in the data.
We perform a separate fit to each period and average the
results to obtain the final value of yCP . The free parame-
ters of each simultaneous fit are: τD0 , yCP , three factors
sk for the K−π+ mode and two terms that rescale the
sk in the K+K− and π+π− channels, the offset t0, and
normalization terms for the three decay modes. Fits to
the D0 → K−π+ sample show good agreement with the
parameters of R(t − t′) obtained from simulation.

For the second running period, we modify Eq. (4) to
add mode-dependent offsets ∆t between the first two
Gaussian terms, making the resolution function asym-
metric; these three parameters are also left free in the
fit. We find that such a function is required to yield
the D0 → K−π+ lifetime consistent with that in the
other running periods. (This behaviour has been repro-
duced with a MC model including a small relative mis-
alignment of the vertex detector and the drift chamber.)
The lifetime fit results are shown in Fig. 1(f): the mean,
τD0 = (408.7 ± 0.6 (stat.)) fs, is in good agreement with
the current world average, (410.1 ± 1.5) fs [1].

Fits to the D0 → K+K−, K−π+ and π+π− data
for the four running periods are shown in Fig. 2(a)-
(c), by summing both the data points and the fit func-
tions. Averaging the fit results, we find yCP = (1.31 ±
0.32 (stat.))%, 4.1 standard deviations from zero. The
agreement between the data and the fit functions is
good: χ2/ndof = 1.08 for ndof = 289 degrees of free-
dom. Fitting K+K−/K−π+ and π+π−/K−π+ events
separately we obtain yCP = (1.25 ± 0.39 (stat.))% and
yCP = (1.44 ± 0.57 (stat.))% respectively, in agreement
with each other. The yCP values for the four running
periods are also consistent, with χ2/ndof = 1.53/3.

To measure the CPV parameter AΓ we separately de-
termine the apparent lifetimes of D0 and D0 in decays
to the CP eigenstates; the data is fit in four running
periods as for yCP . To ensure convergence of the fits,
despite the much smaller event sample, the scale fac-
tor for the widest Gaussian s3 is fixed to the value ob-
tained from the yCP fit in each case. We obtain AΓ =
(0.01 ± 0.30 (stat.))%, consistent with zero; the quality
of the fit is good, with χ2/ndof = 1.00 for ndof = 390.
Separate fits to the two CP eigenstates find compati-
ble values: AΓ = (0.15 ± 0.35 (stat.))% for K+K− and
−(0.28 ± 0.52 (stat.))% for π+π−.

The behaviour of the fits has been tested in various
ways using MC simulation. Fits to signal events simu-
lated with yCP = 0 reproduce this value (and the gener-
ated τD0) even for a sample much larger than the data,
with (χ2/ndof , ndof) = (1.11, 285). Using samples of the
same size as the data, with background included, we find
a satisfactory fit, (χ2/ndof , ndof) = (1.18, 289), with a
statistical uncertainty in agreement with the error from
the fit to the data. Results obtained on reweighted MC
samples that cover a wide range of yCP values agree with
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Figure 3: top: ∆m distributions, bottom left: tdistributions and bottom right: σt distributions. Beam
constraint (solid); no beam constraint (hatched).

Summary of changes to the paper:

1. We rewrote the first paragraphs of the introduction to indicate more clearly why this measurement
is of general interest;

2. In the section describing the vertex-constrained fit, we indicated the vertical beam size;

3. The background PDFs in Figures 1 and 2 were redrawn as smooth curves, rather than histograms.
The shading was also changed to differentiate the background distributions more clearly;

4. The caption of Figure 2 was revised;

5. The contour plot, Figure 3, was revised to show the full CL contours in the physical region out to
5σ and the full 95% CL contour in both the physical and unphysical regions.

6. In the section describing the fit results allowing for CP violation, the (x′2±, y′±) contours were
described.

Due to PRL length requirements, we found it difficult to add much more detail to the paper.

Very truly yours,
Ray F. Cowan
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Results on yCP

• Plot di combinazioni

Belle hep-ex/0703036 
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Separating x and y

�!" only cannot separate x and y

Need info on !"#$%&'()*!+!

– Multibody decays:Dalitz models

DCS decays proceed 

primarily  through K*+"- while 
CF through K-#+

CF DCS

D0 $K-"%"&
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Effective phase 

Select special region of Dalitz plot
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#"$

Both flavor  (K*-"+/K*+"-) final states in the same Dalitz plot!

CP-eigenstate (%KS) and flavor states (K*-"+) in the same Dalitz plot!
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