
Physics 116C Additional practice problems II Fall 2012

FINAL EXAM ALERT: On Thursday, December 13, 2012 there will be a three-
hour in-class exam from 12–3 pm. The exam will take place in our usual classroom
(Physical Sciences Building, Room 110). The exam will cover all the material treated
during this quarter, which includes Chapters 12, 13 and 15 of Boas and all nine
homework sets. There will be a slight emphasis on the material from the second
half of the quarter, although material from the first half of the quarter will be well
represented. During the exam, you may refer to the textbook, the class handouts,
solutions to homeworks, exams and practice problems, or your own personal notes.
Please remember to bring a calculator to the exam.

Here is a collection of practice problems covering material from Boas sections 3,
5, 7, 8 and 9 of Chapter 13 and all of Chapter 15 (along with the material covered
on homework sets 6–9). Along with the first practice problem set, this may help you
in preparing for the final exam.

1. A long cylinder has been cut into quarter cylinders that are insulated from each
other. Alternate quarter cylinders are held at potentials +100 and −100. Find the
electrostatic potential inside the cylinder.

2. Water at 100◦ is flowing though a long cylindrical pipe of radius 1 rapidly enough
so that we may assume that the temperature is 100◦ at all points. At t = 0, the water
is turned off and the surface of the pipe is maintained at 40◦ from then on (neglect
the wall thickness of the pipe). Find the temperature distribution in the water as a
function of r and t.

3. Using the Green function technique, solve Poisson’s equation,

~∇
2φ(~r) = f(~r) , where f(~r) = e−r/a with r ≡ |~r| , (1)

under the assumption that φ(~r) → 0 as r → ∞. The parameter a is a constant with
units of length.

HINT: Eq. (1) in homework set 6 is especially useful in evaluating the integral nec-
essary to solve this problem.
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4. Consider a metal place covering the first quadrant. The edge along the y axis is
insulated and the edge along the x axis has a fixed temperature profile given by:

u(x, 0) =

{

100(2− x) , for 0 < x < 2 ,

0 , for x > 2 .

Find the steady-state temperature distribution as a function of x and y. You may
leave your final answer as an integral.

5. Consider the motion of a semi-infinite string with an external time-dependent force
acting on it given by

F (t) = cosωt , for t ≥ 0 ,

where ω is a constant. One end of the string is kept fixed while the other end is
allowed to move freely in the vertical direction. Assume that at t = 0, the string is
initially at rest in its equilibrium position, i.e.,

y(x, 0) = 0 , and
∂y(x, t)

∂t

∣

∣

∣

∣

∣

t=0

= 0 .

The displacement of the string y(x, t) is governed by the inhomogeneous wave equa-
tion,

∂2y

∂t2
= v2

∂2y

∂x2
+ F (t) .

(a) What are the relevant boundary conditions for this problem at x = 0 and
x = ∞?

(b) Solve this differential equation using method of Laplace transforms. Show that
the Laplace transformation of the inhomogeneous wave equation yields an ordinary
differential equation. Transform the boundary conditions and then solve the resulting
differential equation. Finally, apply the relevant inverse Laplace transforms to obtain
the final result.

HINT: To perform the inverse Laplace transform, you will first need to apply partial
fractions to the denominator of your solution. Then, consult the Laplace transform
table given on pp. 469–471 of Boas. In particular, L24 and L28 will be especially
useful.
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6. Suppose you have two quarters and a dime in your left pocket and two dimes and
three quarters in your right pocket. You select a pocket at random and from it a coin
at random.

(a) What is the probability that the coin you selected is a dime?

(b) Let x be the amount of money you selected. What is the expectation value,
E(x)?

(c) Suppose you selected in dime in part (a). What is the probability that it came
from your right pocket?

(d) Suppose you do not replace the dime, but select another coin which is also a
dime. What is the probability that this second coin came from your right pocket?

7. Two players take turns rolling a pair of dice. The first person to roll a double
(i.e. both dice showing the same number) wins. What are the probabilities of winning
for the first and for the second player, respectively?

HINT: Although there are an infinite number of possibilities here, the sum of the
probabilities is a geometric series that can be summed.

8. A bit (i.e., a binary digit) is 0 or 1. An ordered array of eight bits (such as
01101001) is a byte.

(a) How many different bytes are there?

(b) If you select a byte at random, what is the probability that you select a byte
containing three 1’s and five 0’s?

9. A true coin is tossed 10,000 times.

(a) Find the probability of getting exactly 5000 heads.

(b) Find the probability of getting between 4900 and 5075 heads.

Perform your calculations using both the binomial distribution and the normal
approximation, and compare the results.

10. Suppose a 200-page book has, on average one misprint every ten pages. On about
how many pages would you expect to find two misprints?
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11. Let x1, x2,. . . ,xn be independent random variables, each with probability density
function f(x), mean µ and variance σ2. Define the sample mean by

x ≡
1

n

n
∑

i=1

xi .

Compute the expectation value E(x) and the variance Var(x).

12. Suppose that x and y are discrete random variables, not necessarily independent.

(a) Prove that
E(xy) = E(x)E(y) + Cov(x, y) ,

where Cov(x, y) is covariance of x and y.

(b) A set of n measurements are made (called the “sample”), and the resulting
data are (x1, y1), (x2, y2), . . . (xn, yn). You may assume that each measurement is in-
dependent, which implies that (xi, yi) and (xj , yj) are independent for i 6= j. But you
cannot assume that xi and yi are independent. We wish to estimate the population
covariance. Consider

Vn(x, y) =
1

n− 1

n
∑

i=1

(xi − x)(yi − y) ,

where x = 1

n

∑n
i=1

xi and y = 1

n

∑n
i=1

yi are the corresponding sample means. Evalu-
ate the expectation value of Vn(x, y) and prove that

E(Vn(x, y)) = Cov(x, y) .
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