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The Riemann-Lebesgue Lemma

The Riemann Lebesgue Lemma is one of the most important results of Fourier anal-
ysis and asymptotic analysis. It has many physics applications, especially in studies
of wave phenomena. In this short note, I will provide a simple proof of the Riemann-
Lebesgue lemma which will be adequate for most cases that arise in physical applica-
tions.

The simplest form of the Riemann-Lebesgue lemma states that for a function f(x)
for which the integral

∫ b

a

|f(x)| dx < ∞ , (1)

where a and b are real numbers, we have

lim
k→∞

∫ b

a

f(x) eikx dt = 0 . (2)

If we further assume that f(x) has certain “nice” properties [e.g., a sufficient (but not
necessary) condition is that f(x) is continuously differentiable for a ≤ x ≤ b], then it
follows that

∫ b

a

f(x) eikx dx = O

(

1

k

)

, as k → ∞. (3)

Moreover, eqs. (2) and (3) continue to hold if a → −∞ and/or b → ∞, assuming that
eq. (1) holds over the infinite interval (although we will not prove that here).

We will present a proof of eq. (2) under the assumption that f(x) is continuous
over the closed interval a ≤ x ≤ b. The origin of eq. (2) in this case is not too difficult
to understand. In the limit of k → ∞, the factor eikx oscillates faster and faster such
that f(x) eikx averages out to zero over any finite region of x inside the interval.

If we can assume that f(x) is N -times differentiable in the region a ≤ x ≤ b, one
can derive eq. (3) simply by a repeated integration by parts. Namely,

∫ b

a

f(x) eikx dx =
f(x)

ik
eikx

∣

∣

∣

∣

b

a

−
1

ik

∫ b

a

f ′(x) eikx dx

=
eikbf(b)− eikaf(a)

ik
−

f ′(x)

(ik)2
eikx

∣

∣

∣

∣
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a

+
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(ik)2

∫ b

a

f ′′(x) eikx dx

=
N−1
∑

n=0

(−1)n
eikbf (n)(b)− eikaf (n)(a)

(ik)n+1
+O

(

1

kN+1

)

, (4)



where f (0)(x) ≡ f(x) and f (n)(x) ≡ dnf/dxn. For example f ′(b) is equal to the first
derivative of f(x) evaluated at x = b, etc. Taking N = 1 in eq. (4), we see that the
leading term that survives is of O(1/k) as asserted by eq. (3).

More generally, we can prove eq. (2) without the assumption f(x) is differentiable
in the interval. We do this by writing the integral

I(k) =

∫ b

a

f(x) eikx dx ,

in two different but equivalent ways:1

I(k) =

∫ a+π/k

a

f(x) eikx dx+

∫ b

a+π/k

f(x) eikx dx (5)

and

I(k) =

∫ b−π/k

a

f(x) eikx dx+

∫ b

b−π/k

f(x) eikx dx . (6)

By a change of variables, x′ = x− π/k, it is straightforward to verify that

∫ b

a+π/k

f(x) eikx dx = −

∫ b−π/k

a

f
(

x+
π

k

)

eikx dx , (7)

after using e−iπ = −1 and dropping the primes from the x in the second integral. Thus,
writing I as one half the sum of eqs. (5) and (6), and employing eq. (7), it follows that

I(k) = 1
2

∫ a+π/k

a

f(x) eikx dx + 1
2

∫ b

b−π/k

f(x) eikx dx

+ 1
2

∫ b−π/k

a

[

f(x)− f
(

x+
π

k

)]

eikx dx . (8)

We not take the limit of k → ∞. The mean value theorem of for integrals states
that if f(x) is continuous and bounded over a closed interval, a ≤ x ≤ b, then

∫ b

a

f(x) dx = f(c)(b− a) ,

for some real number c that lies in the interval a ≤ c ≤ b. Applying this to the first
two integrals in eq. (8), we immediately conclude that

∫ a+π/k

a

f(t) eikx dx = O

(

1

k

)

,

∫ b

b−π/k

f(k) eikx dx = O

(

1

k

)

,

which vanish in the limit of k → ∞.
1This proof is taken from Brian Davies, Integral Transforms and Their Applications, 3rd edition

(Springer-Verlag, New York, 2002) pp. 39–40.



Finally, under the assumption that f(x) is continuous at all points in the closed
interval a ≤ x ≤ b, it follows that

lim
k→∞

∫ b−π/tk

a

[

f(x)− f
(

x+
π

k

)]

eikx dx = 0 . (9)

This is true because a function that is continuous at all points in a closed, bounded
interval is uniformly continuous over the interval.2 Hence, one can make the integrand
in eq. (9) arbitrarily small by choosing k sufficiently large. The limit of eq. (9) is thus
established, and the Riemann-Lebesgue lemma stated in eq. (2) is proven.

Note that the argument above does not necessarily imply that

∫ b−π/k

a

[

f(x)− f
(

x+
π

k

)]

eikx = O

(

1

k

)

, (10)

as k → ∞. However, if the function f(x) is continuously differentiable in the interval,
then we can employ the mean value theorem for differentiable functions, which states
that

f(b)− f(a) = f ′(c)(b− a) , for some c between a and b .

It follows that

f(x)− f
(

x+
π

k

)

= −
π

k
f ′(x+ c) , for 0 ≤ c ≤

π

k
.

Hence, in this case eq. (10) does hold, in which case eq. (3) is satisfied.3

By consulting a table of Fourier transforms,4 one can see many examples of functions
that satisfy eq. (1). In all cases, you will find that the corresponding Fourier transform
satisfies eq. (2). It is interesting to look for cases that satisfy eq. (2) and not eq. (3).
For example,

∫

∞

0

xν−1 e−ax eikx dx =
Γ(ν)

(a− ik)ν
, for a > 0 and Re ν > 0 .

Indeed, eqs. (1) and (2) are satisfied for all Re ν > 0, whereas eq. (3) is only satisfied
when Re ν ≥ 1.

2For further details, see e.g. David Bressoud, A Radical Approach to Real Analysis, 2nd edition
(The Mathematics Association of America, Washington, DC, 2007) pp. 228–229.

3We also obtain eq. (10) under slightly weaker conditions in which the function f(x) satisfies the
so-called Lipschitz condition, |f(x)− f(y)| ≤ M |x− y| for all x and y in the interval for some positive
finite boundM . Indeed a Lipschitz continuous function is uniformly continuous (although the converse
is not necessarily true). A Lipschitz continuous function need not be differentiable. On the other hand
a differentiable function whose derivative is bounded on the interval satisfies the Lipschitz condition.
Thus, to establish eq. (10) is is sufficient to require that f(k) is Lipschitz continuous in the interval.

4See e.g., F. Oberhettinger, Table of Fourier Transforms and Fourier Transforms of Distributions

(Springer-Verlag, Berlin, 1990).


