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1. Introduction

The most important target for biological radiation effects is the DNA. Using theoretical Monte Carlo simulations it has been shown that the pattern of energy deposition in the DNA and its surrounding varies significantly between different forms of ionizing radiation. The goal of our research is to develop, validate, and optimize an experimental method which will allow the study of individual ionizations in wall-less gas volumes simulating DNA segments. Such a technique, called nanodosimetry, has not been realized in the past due to obvious technical challenges and the lack of biological methods to validate the usefulness of nanodosimetric measurements. 

During the last years we designed and built the first prototype of a unique full-size nanodosimeter (ND) capable of acquiring nanodosimetric spectra, developed an experimental plasmid model to validate nanodosimetric measurements, and performed biophysical model 

2. Experimental Methods and Results

2.1 Nanodosimeter

2.1.1 Conceptual Design

The ND is based on the ion-counting nanodosimetric technique in low-pressure gases, originally suggested and described in detail in [1,2]. Figure 1 shows the conceptual design of the detector. Ions induced by ionizing radiation in a gas of low pressure (approximately 1 Torr) are extracted through a small aperture and then accelerated into a vacuum-operated ion counter. Experimental results obtained during the first project year, using a provisional experimental set-up, proved the feasibility of the ion counting technique with a vacuum-operated multiplier and demonstrated the possibility of nanometer spatial resolution [3,4].
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2.1.2  Prototype Nanodosimeters
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The first version of the ND for beam experiments was built at the Weizmann Institute of Science. Figure 2 shows a photograph of the detector, which is now installed on the research beam line of the Loma Linda proton accelerator. Its main components are a low-pressure gas-filled ionization chamber, an ion drift channel, and a vacuum-operated ion counter. A differential pumping system, consisting of two turbo-molecular pumps, generates the pressure gradient between the gas-filled ionization chamber and the ion counter. The nanodosimeter can measure ionization spectra (1) of alpha-particles emitted by a built-in collimated Americium source and (2) of external particles which enter the detector through the entrance window of the detector and traverse most of the gas-filled detector volume, including the sensitive volume. The latter set-up simulates the broad beam configuration of biological experiments.
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2.1.3 Ion Counter Studies

As described above, the operation of our ND involves the transportation of radiation-induced ions from sensitive gas volume to the ion-counting electron multiplier (EM), which requires a very high vacuum for ideal operation. In reality, our EM works at a relatively high residual gas pressure, e.g., in propane up to 5 . 10-5 Torr, despite using an efficient differential pumping system. Working under these conditions may affect the surface of the EM dynodes and cause time-dependent changes of the ion counting efficiency. Therefore, a systematic study of the EM was performed.

The main parameters of the EM, absolute gain and absolute ion counting efficiency, were measured and their variation with time of operation was studied under various gas pressures and for different ambient gases. The experimental setup for this study has been described in detail in one of our previous papers. [5]. Measured ions are produced by an ion-gun (Colutron, Boulder, CO, USA) and a removable Faraday-cup in front of the EM is used as a reference instrument measuring the ion current.

By choosing a proper operating EM voltage and amplification of the EM pulses in combination with a low discrimination threshold, we were able to reach an ion counting efficiency of close to 100% (see Fig. 5).

From measurements with the new EM, we determined that the decrease in the EM gain (the EM “aging”) depends on the time integral of its output current. After accumulation of 0.004 Coulombs or about 108 counted ions, the gain of the new EM dropped by a factor three. On the other hand, we did not observe any systematic further decrease of the gain of the pre-aged EM when being operated under reasonable input ion currents. These measurements were performed for residual gas pressures ranging from 3 .10-6 to 4 .10-5 Torr of argon, air, and propane. Within this pressure range, no further decrease of the EM gain was noticed.

Based on the results of this study we may conclude that the EM type currently used is suitable for the current ND experiments. However, a systematic monitoring of the EM gain and counting efficiency are required and at a certain level of aging, the EM needs to be replaced. We have developed a simple monitoring method based on a permanent recording of the pulse-amplitude spectrum at the EM output. This can be done, using the alpha-source integrated in the ND.

2.2 Data Acquisition System (DAQ)

2.2.1 Design of the Current DAQ System

At LLUMC, we have designed and built a dedicated data acquisition (DAQ) system for nanodosimetry. This system was used for the first proton runs at LLUMC and is now also in operation at the Weizmann Institute. The first version of the system, described in detail in one of our previous reports [6], provides three fast direct memory access (DMA) channels providing digital time tags for (1) the primary particle triggers, (2) arrival of ionization ions at the ion counter, and (3) a number of ion event signal for each primary particle event. Each primary particle trigger starts a time gate of 75 s during which signals from the ND ion counter are collected. An additional data stream providing amplitude-to-digit conversion was recently added. This versatile channel can be used to perform an amplitude analysis of the ion counter signals or a spectral analysis of the primary particle signals provided by the scintillator at the rear side of the ND. A first version of a custom-designed application software for system operation and for off-line data analysis was written and will be further developed and refined in the future.

2.2.2 DAQ System for Position-Sensitive Nanodosimetry

During the current project year, we started working on the implementation of a system for position- and energy-sensitive primary particle detection, which will be integrated in the next version of the ND. This task was assigned to Dr. Bashkirov, postdoctoral fellow at LLUMC, who is consulting with the University of California at Santa Cruz Institute of Particle Physics (SCIPP), a laboratory experienced in the development of position-sensitive silicon-based particle detectors and read-out electronics.
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Fig. 6. Conceptual design of a nanodosimeter with an implemented particle tracking system.

Thus far, we have developed a preliminary conceptual design of the tracking system, shown in Fig. 6, which will be built next year. The design includes two silicon micro-strip detectors for position-sensitive primary particle detection, which are located in front of and behind the sensitive volume, respectively. These detectors will provide information about the primary particle track as well as its energy. The fast front-end electronics, which will be mounted with each detector on a hybrid board, and data read-out boards will be provided by the SCIPP group. We are currently working on the adaptation of this tracking system to our existing DAQ system, which may involve a VME board (as shown in Fig. 6) or, alternatively, a new fast PCI card. First experimental tests of the prototype system will be performed at UCSC and LLUMC in the near future. 

2.3 Accelerator Experimental Setup and First Nanodosimetric Spectra

2.3.1 Accelerator Setup and Measurements at LLUMC

Beam Line Geometry

The proton accelerator at LLUMC is a synchrotron with 22 m circumference. It provides monoenergetic proton beams with energies between 40 MeV and 250 MeV over a wide range of intensities (102-1010 protons per spill, 27 spills per minute). The beam intensity during each proton spill is not uniform but has a complicated time structure (see below). The energy of the primary protons is typically being maintained within +/- 0.25 %. For nanodosimetric and biology experiments, accelerated protons are transported through a vacuum line to the research room where they exit through a 0.1 mm thick titanium window. For primary intensity monitoring, the protons pass through a secondary emission monitor.
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Fig. 7. Scheme of the experimental ND setup on the LLUMC proton beam line.
The setup scheme for nanodosimetric experiments at LLUMC is shown in Fig. 7. Note that this setup is designed for broad-beam experiments, whereas the setup at the Weizmann Institute uses a narrow-beam geometry (see below). The ND is mounted on a custom-fabricated cart and is aligned to the proton beam using wall lasers. After passing through air over a distance of about 1 m, the primary protons reach the front-end scintillator (1), which, in coincidence with the rear scintillator (2), provides the primary particle trigger signal. Before reaching the scintillator, primary protons may pass through a degrader of defined thickness, which slows them down to the desired (mean) energy. An additional scintillator (1a) with a half-circular opening can be positioned behind the primary front-end scintillator to provide a broad half-cylindrical proton beam geometry.

Spill Structure

The complex time structure of the proton beams generated by the LLU proton synchrotron requires special attention. Intensity fluctuations of the proton beam have random components such as noise in the accelerator magnet power supply systems and their regulators, as well as systematic components such as 60 Hz power supply ripples and higher-order harmonics of the power supplies [7]. Since the LLU synchrotron was designed for medical treatments, which require relatively large beam intensities, the prior knowledge about the spill structure at the low intensities needed for nanodosimetric experiments was limited.
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Fig. 8. (a) Time structure of the LLU proton spill at low beam intensity (3.5 . 103 p per spill). (b) Rate of useful triggers as a function of the primary particle rate; for the LLU spill structure the optimum trigger rate is achieved with a primary rate of 12.5 . 103 protons per spill. 

We have used the front-end scintillator and the analog-to-digital conversion channel of our DAQ system to measure and optimize the spill structure of a 40 MeV low-intensity proton beam, which is currently used for nanodosimetric experiments. Initially, the beam intensity was highly non-uniform with very low intensities throughout most of the spill period and a much higher intensity toward the end of each spill. After several accelerator parameters were adjusted, we were able to achieve a relatively flat intensity profile as shown in Fig. 8a. This profile was approximated by an analytical function and the rate of “useful” primary particle triggers was estimated as a function of the average number of protons per spill. Useful primary triggers are defined as those that are not followed by a second particle trigger within the measurement interval of 75 s following each primary trigger. According to the result of these calculations, shown in Fig. 8b, the maximum rate of primary triggers per spill occurs at a primary particle intensity of 12.5 . 103 protons per spill and equals 2.2 . 103 primary particle triggers per spill. Based on this primary trigger rate, one can calculate the measurement time required to achieve a statistical accuracy of 5% or 10% for a range of e vent frequencies (see Table 1).

Table 1.

	Event Frequency
	Measurement Time (hours)

5% accuracy†             10% accuracy

	10-2
	0.01
	0.003

	10-3
	0.11
	0.03

	10-4
	1.1
	0.3

	10-5
	11.0
	2.8

	10-6
	110.2
	27.8


† Standard error of measurement
ND Measurements with Protons and Alpha Particles

[image: image9.png]086

04

02

average cluster size

188

185

——  model

#  + measurement

100

200

300 400 500
rate ['Hz']

600



After setup and initial testing of the first ND prototype on the LLU proton beam line, we have obtained first ND spectra with internal alpha-particles and with a 40 MeV proton beam, which was degraded to a mean energy of 3 MeV and collimated to a diameter of about 2 mm. Both protons and alpha particles were centered on the sensitive volume. Spectra were obtained with a 60 V/cm extraction field. Figure 9 shows the ND spectra obtained during this experiment. As expected, densely ionizing alpha particle produced larger clusters more frequently than protons of medium ionization density. The spectra shown in Figure 9 can be considered as preliminary, since they were obtained before further optimization of the ND took place at the Weizmann Institute. A more systematic acquisition of ND spectra with low-energy protons and with carbon ions was recently started at the Weizmann Institute (see below) and will resume at LLUMC with higher energy protons in the future.

Fig. 9.  First ionization ND spectra of alpha-particles and protons (average energy 3.2 MeV) measured at LLUMC.

2.3.2 Accelerator Setup and Measurements at the Weizmann Institute

Beam Line Geometry

The nanodosimeter is mounted on the N2 beam line of the Weizmann Institute’s Pelletron (Fig. 10). A target holder, with six different scattering foils is mounted about 2 m upstream from the ND. These foils are used to reduce the intensity of the beam by scattering but can also be used for degrading the beam energy. For better beam definition, a 1-mm collimator is placed on the scattering foils. In order to scan the sensitive volume of the ND with the particle beam, a movable 1 mm collimator is placed about 150 mm upstream from the ND. This collimator has a movement range of 25 mm, which is centered on an axis located 15 mm above the ion-extraction aperture of the ND (all internal collimators of the ND are also centered on this axis, which represents the center of the sensitive volume). The entrance window of the ND, separating its low-pressure gas volume from the high-vacuum beam line, consists of a Mylar window 20 mm in diameter and 6 m thick. Inside the ND, a photo multiplier tube (PMT) coupled to a plastic scintillator detects the primary particles traversing the ND volume. A 2 mm in diameter collimator placed on the scintillator limits the particle detection to primary particles passing through the center of the sensitive volume 15 mm above the ion extraction aperture. 
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Fig. 10. (a) Members of  the ND project group in front of the Weizmann ND (from left to right): Rachel Chechik, Guy Garty, Reinhard Schulte, Sergei Shchemelinin, Amos Breskin, Bernd Grosswendt (cooperating investigator from PTB), Itzik Orion (new postdoc). (b) Nanodosimeter mounted on the N2 beam line at the Pelletron accelerator of the Weizmann Institute.

The Weizmann Institute uses the same DAQ system as LLUMC for their ND spectra measurements. With the setup described above, only primary particles passing through the sensitive volume serve as triggers for the ion cluster measurements. However, the setup does not prevent the measurement of trigger-uncorrelated ions produced in the sensitive volume by particles passing through the ND during the measurement interval. As a result of this, we expect the ion cluster-size to increase linearly with the beam flux. In our measuring conditions, we estimate the trigger efficiency to be about 25%; this problem will be overcome when we implement a position-sensitive trigger system.

ND Measurements with Protons and Carbon Ions 

At the Weizmann Institute, we have measured first ionization cluster-size spectra induced by 23.4 MeV protons (24 MeV beam scattered on 0.05 mm stainless steel), using an extraction field of 60V/cm, which should result in a tissue-equivalent sensitive volume of  2.5 nm x 40 nm in length. As expected, the ND spectra showed a two-fold variation of the average cluster size when varying the beam flux by a factor of 5 (Figure 11); this phenomenon, due to the recording of trigger-uncorrelated ions induced by scattered particles traversing close to the ND center, was studied in greater detail with carbon ions. The problem of uncorrelated ion background will be solved by a better beam definition and by the use of a position-sensitive trigger counter.

Carbon ions are important for the development of nanodosimetry since, due to the large average ion-cluster size produced by these high-LET ions, systematic studies of the ND characteristics can be performed more easily. One should also note that, like protons, carbon ions are increasingly employed for cancer therapy.

To date, we have systematically measured the variation of ion-cluster-size spectra produced by carbon ions with the operational voltage of the electron multiplier (VEM), beam intensity, extraction field, and primary particle energy. The following results were obtained.
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The average ion-cluster-size slowly increased as a function of the V​EM , with a 20% rise in cluster size when we increased VEM from 2900 V to 3140 V (Figure 12). This is explained by the larger collection efficiency of the electron multiplier at higher voltages.
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As with protons, the size of carbon-induced clusters was increased linearly with beam intensity. When the beam intensity was raised from 30 particles/sec to 500 particles/sec, we saw an increase of ~7% in the average ion cluster-size. In addition, we measured the rate of primary particles that do not form triggers but traverse the ND. Based on this measurement, we estimate that approximately 75% of the primary particles do not form trigger signals. A realistic estimation of the contribution of ions produced by these uncorrelated primary particles to the cluster spectra predicts the beam-flux dependent rise in cluster size observed in our experiments (see Fig. 13). 
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Fig. 13. a) Dependence of the average size of clusters induced by 27 MeV C ions on the particle rate. As the rate increases up to 300 triggers/sec, an increase of the cluster size by 7% is seen. The true cluster size is the interpolation of this data to zero rate. The solid line depicts the expected change in cluster size, based on the measured trigger inefficiency. b) The measured cluster size distributions at the two extreme rates.

Using a 70 MeV C6+ beam, we have measured the dependence of the cluster size on the extraction voltage, which critically influences the sensitive volume size. It was observed that the cluster size increased slightly when the extraction field strength was increased from 50V/cm to 60 V/cm but with further increase of the field increased more steeply. This is consistent with the appearance of charge multiplication at a field strength of about 70V/cm and above (Fig. 14). Thus, for ND measurements using a relatively long sensitive volume we have to employ the pulsed-field extraction mode proposed before [8], which requires a high trigger efficiency.


We have performed first measurements that allow comparison of the nanodosimetric spectra for carbon ion beams of different energies and LETs. As expected, the average cluster size increased with decreasing energy and increasing LET (Fig. 15). 



2.4 Monte Carlo Modeling

In order to verify and improve our understanding of the ionization cluster spectra measured with the ND prototype, we have implemented a recently developed particle interaction model and Monte Carlo (MC) simulation code in cooperation with Dr. B. Grosswendt, PTB-Braunschweig, Germany, a world-expert in the field of interaction of radiation with matter.

The ion cluster spectrum, induced by 23.4 MeV protons in a sensitive volume of low-pressure propane (approximately 3.5 nm equivalent diameter and 70 nm equivalent height), was calculated by the MC simulation code and compared with a measured spectrum. The simulation included direct ionization by the protons as well as secondary ionizations by delta electrons. It uses measured and model-calculated proton and electron interaction cross-sections and electron transport parameters in propane. The simulation results are in very good agreement with the experimental spectrum measured with our ND prototype, as may be judged by the data shown in Figure 16. The model is presently extended to higher proton energies. It will therefore permit comparison with the experimental data measured both at LLUMC and at the Weizmann Institute.

This important calculation tool will help us predicting the expected ion-cluster distributions in different DNA-equivalent sensitive volumes and for different gas media, including water vapor, for which interaction cross sections have been measured. 


2.5 Biological Assays

2.5.1 Plasmid Model

We have implemented a model system of pHAZE aqueous plasmid solution to study radiation-induced DNA damages in greater detail as before. Using agarose gel electrophoresis we measured the yield of single-strand breaks (SSBs) and double-strand breaks (DSBs) after irradiation with protons of three different mean energies (30 MeV, 3 MeV, and 1 MeV) at the LLUMC proton accelerator. Irradiations were performed in the presence of the hydroxyl radical scavenger dimethyl sulfoxide (DMSO) using a concentration that mimics the cellular scavenging environment.  Control irradiations were performed with 137Cs gamma rays in the laboratory of Dr. John Ward and Dr. Jamie Milligan at UCSD.

The experimental study of biological parameters of proton beams in the low-energy range requires the use of very thin biological samples of about 10 m thickness. The absorbed dose in the biological sample needs to be accurately measured and the beam characteristics such as the particle energy spectrum and linear energy transfer (LET) distribution should be determined. We have used the Monte Carlo simulation code GEANT developed at the high-energy physics laboratory CERN to study the characteristics of the LLU-accelerator generated proton beams within the thin plasmid samples used for our biological studies. GEANT was also employed to simulate the response of the dosimetry system, which was specifically built for our application and has been described in detail previously [9]. The good agreement found between theoretical and experimental dosimetric parameters confirmed that the dosimetry system can be used to accurately monitor the absorbed dose delivered to the plasmid solution and to predict the energy spectra and linear energy transfer distribution of the particles within the sample.

Results of our biological studies obtained to date have been reported previously [10]. Briefly, it was found that the absolute DSB and SSB frequencies were in the same order of magnitude as those found after irradiation of mammalian cells. The DSB yield of protons with 3 MeV average energy was about 1.4 times higher than that of 30 MeV. Interestingly, despite their higher ionization density, protons of 1 MeV average energy were not more efficient in producing DSBs than protons of 30 MeV, which are low LET. Implications of these finding have been discussed [10] (also see biophysical modeling below).

The focus of our attention has now shifted toward the characterization of the quality of radiation-induced DNA damages, in particular their reparability. The recent development of a new mutation assay will be described next.

2.5.2 Mutation Assay

The plasmid pHAZE, shown in Fig. 17, is well suited for the analysis of radiation-induced mutations, in particular of deletions [11]. The plasmid pHAZE contains the entire 3.1-kb (kilo base) E. coli -galactosidase gene (lacZ) including the gpt promoter for expression in E. coli. Other features important for our experimental use are the ori and ampicillin resistance (amp) genes from the plasmid pBR322 for replication and selection in E. coli.


Fig. 17.  Map of the plasmid pHAZE. Only genes relevant to the present experiments are shown.

In this assay (based on a standard transformation protocol [12]), bacterial cells are transformed with irradiated plasmid DNA and then plated out on plates that contain ampicillin and a chromogenic lactose analog. Only the bacterial cells containing the plasmid will grow into visible colonies on the selective medium; the antibiotic-resistance phenotype conferred is dominant to the antibiotic-sensitive phenotype of cells that do not possess the plasmid vector. The chromogenic compound is colorless, unless cleaved by -galactosidase, in which case a blue insoluble product is formed. Colonies that are lac+ are stained blue, while mutant lac- colonies appear white. Thus, mutated lac- colonies may be directly identified as white colonies in a process called “blue/white screening.”

In a first series of experiments performed with protons of 30 MeV, 4 MeV and 1 MeV, we transformed both repair-competent and repair-deficient E. coli bacteria with irradiated but otherwise untreated plasmids (in a future experiments, we will incubate the irradiated plasmids with a cell-free repair extract before the transformation takes place). One should note that linearized plasmids, i.e., plasmids with a DSB, have a very low probability of transforming bacteria [13]; therefore transforming plasmids contain either no damage or SSBs and/or base damages. Table 2. summarizes the data for SSB yields and inactivation obtained with repair-competent bacteria. The results for the repair-deficient strain gave the same trends.

Table 2. Plasmid inactivation and SSB induction

	Average proton energy (MeV)
	Average LET (keV/micron)
	SSB yield (Gy-1 Da-1)
	SSBs per inactivation

	30
	2
	8.66 . 10-10
	0.39

	3
	11
	6.81 . 10-10
	0.80

	1
	20
	5.30 . 10-10
	1.04


The decreasing yield of SSBs with increasing LET of protons is in agreement with previously reported yields for gamma- and helium ion irradiation [refs]. One should note the increasing number of SSBs per plasmid inactivation with increasing LET. Sources of plasmid inactivation are SSBs or base damages in the amp and/or ori genes. The increase in the number of SSBs per inactivation can be interpreted in the following ways: (1) intrinsic repair within the bacteria induced by higher-LET irradiation leads to a loss of effectiveness of the SSBs, or (2) (which is more likely) the number of SSBs within the ampicillin/ori gene increases relative to the number of base damages when LET increases.

Table 3 summarizes the results of blue/white screening of E. coli bacteria transformed with irradiated plasmids. The screening was performed with about 105 colonies and white colonies were re-streaked on an X-gal containing plate for confirmation of mutant status. We have measured mutation frequencies at three different dose levels but due to the low number of mutant colonies, only the results for the highest dose level (2000 Gy) are reported here. Unfortunately, the low-LET protons results are not available at this time due to an experimental error (measurements have been repeated and are currently evaluated).

Table 3. Frequency of proton-irradiation induced mutations

	Average proton energy (MeV)
	Average LET (keV/micron)
	No. of colonies
	No. of mutants
	Mutant frequency (%)
	95% Conf. Interval

	3
	11
	7453
	6
	0.08
	0.02 -
0.14

	1
	20
	5229
	9
	0.17
	0.06 - 0.28

	-†
	-
	12054
	3
	0.03
	0.00 – 0.05


† Control sample
The data show that regardless of the relatively large number of radiation induced SSBs within the lacZ gene (2-3 SSBs per gene after 2000 Gy, based on the measured SSB yield given in Table 2), the fraction of transformed bacteria with a mutated gene is very low (< 0.2%). This means that the vast majority of DNA SSBs and probably also base damages are repaired by the bacterial host cells. It is of interest to note that the mutation frequency after irradiation is above the background level, and that there is a clear trend of a larger number of unrepaired or misrejoined damages as the LET of protons increases.  

2.6 Biophysical Model

Assuming that the number of ionization events within short segments of DNA-size volumes is a major factor of the biological effectiveness of ionizing radiation, a biophysical model has been suggested that relates nanodosimetric spectra to biological endpoints such as strand breakage, mutations, and lethal cellular events [15]. The model, which is called two-compartment (TC) model, is based on the premise that energy deposition in nanometer sites can be broadly divided into two categories: a low-energy deposition compartment comprising events with a total number of 2-5 ionizations, and a high-energy deposition compartment comprising events with >6 ionizations. Under standard biochemical conditions, these events will lead to different biological consequences. The fate of DNA lesions produced by low-energy deposition events will mostly depend on the repair capacity of the irradiated cells, whereas events produced by high-energy deposition events will be irreparable. These events are therefore the biologically most relevant lesions, since they inevitably lead to mutation and cell death.

In the original version of the TC model, it was assumed that all events with more than six ionizations are equally effective and produce complex and irreparable DNA damage. Taking into account our own findings of decreasing efficiency of DSB production with low-energy protons of mean energy 1 MeV and those of others reporting radiation-induced radicals recombination increases when these radicals are produced within 5 nm on the DNA [16], the model was modified now limiting the number of ionizations within a DNA site that produces irreparable damage to 6-10 ionizations. For larger ionization clusters, the resulting damage is now assumed to be biologically ineffective due to recombination of radiation-induced radicals. With this assumption the model reproduces more closely the experimentally found decrease of biological effectiveness for radiations of higher LET (> 100 keV/m) and is also able to predict variations in the biological effectiveness of radiation within cell cycle. These findings were reported recently at the 1st International Workshop on Space Radiation Research. The manuscript, submitted for publication, is included in the Appendix of this report. 

3. Discussion

As described above, substantial progress has been made in all important areas of our research project. We have reached a point, where convincing preliminary data point to a successful outcome of the project. It needs to be stressed, however, that significantly more research and development work is necessary. As mentioned above, we detected certain aging effects of the electron multiplier, which is currently employed in our ND. This may limit its long-term stability and may require development of more stable solution for ion counting. In addition, research and development is needed in the following areas:

· Characterization and optimization of the overall ion counting efficiency. Development of an efficient experimental technique to measure the counting efficiency throughout the sensitive volume and its dependence on operational parameters.

· Implementation a position- and energy-sensitive system to track primary particles and to determine their energy.

· Further development of biological assays to characterize DNA damage produced by different qualities of radiation, and prove the usefulness of nanodosimetric measurements for the prediction of DNA damage and its biological and medical consequences.

Once the ND has been fully developed and validated, it will be possible to apply the ND in many areas of biomedical use of or exposure to ionizing radiation of different quality, to give us better estimates of radiation risks and to optimize therapeutic procedures involving ionizing radiation.

4. Conclusions

Over the last three and a half years of research and development the project “Development of Nanodosimetry for Biomedical Applications” has yielded significant outcomes. We have built two prototype nanodosimeters, currently installed on two different particle beam lines, which provide a complementary spectrum of particles and energies useful for the study of radiation effects, which are important for radiation therapy and radiation protection. We have developed an efficient first version of a data acquisition system for ND operation. The nanodosimeters have provided first spectra, which give a glimpse on the usefulness of our unique detector. Monte Carlo studies have been performed, which provide a powerful tool to study and predict ND spectra under well-defined conditions. The excellent agreement reached so far between simulations and real experimental data gives us good confidence about the validity of our new technique. The development of biological assays is underway. These assays will be indispensable for the proof of our hypothesis that ND spectra will predict the biological effectiveness of different forms of ionizing radiation.  
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6. Appendix

The Appendix attached to this report contains the following items relevant to the research performed and presented at conferences during the first 6 months of this project year.

1. Refereed Scientific Article 

Shchemelinin S., Pszona S., Garty G., Breskin A., and R. Chechik. The absolute detection efficiency of vacuum electron multipliers to keV protons and Ar+ ions.  Nucl. Instr.  & Meth. A 438, 447-451, 1999.

2. Manuscripts Submitted for Publication

Schulte R., Bashkirov V., Shchemelinin S., Garty G., Chechik R., and A. Breskin. Modeling of radiation action based on nanodosimetric event spectra. To be published in Physica Medica.

Shchemelinin S., Garty G., Breskin A., Chechik R., and R.W. Schulte. Ion-counting nanodosimetry: a new method for assessing radiation damage to DNA. Presented at the 5th Conf. on Position Sensitive Detectors, London, Sept. 1999. WIS-99/40/Nov.-DPP. To be published in Nucl. Instrum. & Meth. A.

3. Conference Posters

Schulte R., Bashkirov V., Shchemelinin S., Garty G., Chechik R., and A. Breskin. Design and implementation of a nanodosimetric detector based on single ion counting. Poster presentation at the Annual Meeting of the Radiation Research Society, April 29-May 30, 2000, Albuquerque, New Mexico.

Bashkirov V. and R. Schulte. A dosimetric system for irradiation of thin biological samples with low-energy particles. Poster presentation at the Annual Meeting of the Radiation Research Society, April 29-May 30, 2000, Albuquerque, New Mexico.

Schulte R., Bashkirov V, Shchemelinin S., Garty G., Chechik R., and A. Breskin. Modeling of radiation action based on nanodosimetric event spectra. Poster presentation at the Eleventh Annual Investigators' Workshop in Space Radiation Research, May 27-31, 2000, Arona, Italy.

7. Patents

In April, we filed a provisional patent application for the nanodosimeter dedicated to biomedicine to protect our patent rights. We are planning to file a full patent application during the next project year. Over the next months we will contact industry to evaluate the market potential of the nanodosimeter.

8. Commercialization

The main two products expected to emerge from our project are (1) a nanodosimeter based on the novel principle of single ion counting and (2) novel methods to characterize and measure clustered damage in DNA. Our unique nanodosimetric method is currently the most advanced and promising techniques available for nanodosimetry. We expect the gas-based nanodosimeter and subsequent generations of detectors based on this principle to remain on the market many decades.

The selling price of the current ND would be in the order of 100-150 K$. However, efforts can and will be made to provide a smaller-size instrument of a more modest cost. It is likely that several NDs could be sold annually to radiation research institutions, public entities such as radiation protection agencies or space agencies, the nuclear industry, and hospitals using charged particles and neutrons for cancer therapy.

It is reasonable to expect that optimization of the ND and the validation of its biological relevance will take another 2 years before the first prototype nanodosimeter can be brought on the market.

Fig. 1. A schematic diagram of the nanodosimeter based on single-ion counting. Only ions formed in the sensitive volume (shaded) are extracted into the vacuum and detected in the ion counter.





Fig. 2. Photographic view of the first prototype nanodosimeter. The front entrance has been removed to allow view of the low-pressure gas chamber.






























































Fig. 16. Comparison between measured (triangles) and MC-simulated (circles) nanodosimetric spectra. Experimental data show the relative probability of ion-clusters of a given size deposited by 23.4 MeV protons within a propane tissue-equivalent volume of 3.5 nm x 70 nm (diameter x length). The data are normalized to the number of detected particles. The MC simulation is based on gas ionization cross-sections and electron transport parameters.








Fig. 15. A comparison of the cluster-size spectra measured for 22 MeV protons, 4.5 MeV alpha particles and 20 MeV carbon nuclei. The ratio of the average cluster sizes depends as expected on the particle LET: 0.07 keV/cm for protons, 3 keV/cm for alpha-particles, 7 keV/cm for 70 MeV C ions, and 15 keV/cm 20 MeV C ions.








Fig. 14. Dependence of the average size of clusters induced by 70 MeV C ions on the extraction field (sensitive volume size).





Fig. 12. Dependence of the average cluster size (proportional to the efficiency) induced by 30 MeV C ions as a function of EM voltage. A 20% increase can be seen when the voltage is raised over 200V.








Fig. 11. ND spectra induced by 22MeV protons. The two spectra were taken at different beam rates. As expected the cluster size increases with rate due to the trigger inefficiency.
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